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Abstract: Do logically valid arguments necessarily preserve truth? Certain inferences involving informational modal operators and indicative conditionals suggest that truth preservation and good deductive argument come apart. Given this split, I recommend an alternative to the standard truth preservation view of logic on which validity and good deductive argument coincide: logic is a descriptive science that is fundamentally concerned not with the preservation of truth, but with the preservation of structural features of information. Along the way, I defend modus ponens for the indicative against an attack by Kolodny and MacFarlane [2010], and I present a new proof system, Info, appropriate to this informational view.

1 Rival Conceptions of Logic

What is logic? Two answers by Frege dominate contemporary discussion. First: Logic is a descriptive science, a body of truths about truth. Frege [1918] opens his essay Thoughts with this characteristic passage:\(^1\)

---
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\(^1\)See also Frege [1879-1891], p. 3, and [1897], p. 128.
Just as ‘beautiful’ points the way for aesthetics and ‘good’ for ethics, so do words like ‘true’ for logic. All sciences have truth as their goal; but logic is also concerned with it in a quite different way: logic has much the same relation to truth as physics has to weight or heat. To discover truths is the task of all sciences; it falls to logic to discern the laws of truth...Here of course it is not a matter of what happens but of what is. (p. 351)

In keeping with this characterization, most logicians and philosophers today define logical validity as follows: where \( \varphi_1, \ldots, \varphi_n, \psi \) are sentences in a formal or informal language, the argument from \( \varphi_1, \ldots, \varphi_n \) to \( \psi \) is logically valid if and only if it is impossible for each of \( \varphi_1, \ldots, \varphi_n \) to be true and for \( \psi \) to be false by virtue of their logical form.

Second: Logic is a normative science, a body of rules that govern our thinking. Frege [1893] offers this other characterization in his Grundgesetze der Arithmetik:

It will be granted by all at the onset that the laws of logic ought to be guiding principles for thought in the attainment of truth, yet this is only too easily forgotten, and here what is fatal is the double meaning of the word ‘law’. In one sense a law asserts what is; in the other it prescribes what ought to be. Only in the latter sense can the laws of logic be called ‘laws of thought’: so far as they stipulate the way in which one ought to think. Any law asserting what is, can be conceived as prescribing that one ought to think in conformity with it, and is thus in that sense a law of thought. This holds for laws of geometry and physics no less than for laws of logic. The latter have a special title to the name ‘laws of thought’ only if we mean to assert that they are the most general laws, which prescribe universally the way in which one ought to think if one is to think at all. (p. 12)

\[ \varphi \text{ is a logical truth iff it is impossible for } \varphi \text{ to be false by virtue of its logical form, } \varphi_1, \ldots, \varphi_n \text{ are logically consistent iff it is possible for } \varphi_1, \ldots, \varphi_n \text{ to be jointly true by virtue of their logical form, and so on.} \]

The rider ‘by virtue of their logical form’ in the definition of logical validity is meant to preclude arguments like this from counting as valid:

(P1) Alfred is a bachelor.

(C) Alfred is an unmarried man.

But drawing a principled divide between the logical and non-logical expressions of a language is a difficult open problem in the philosophy of logic. See MacFarlane [2009] for a good critical survey of various approaches to this demarcation problem.

\[ \text{Likewise, } \varphi \text{ is a logical truth iff it is impossible for } \varphi \text{ to be false by virtue of its logical form, } \varphi_1, \ldots, \varphi_n \text{ are logically consistent iff it is possible for } \varphi_1, \ldots, \varphi_n \text{ to be jointly true by virtue of their logical form, and so on.} \]

\[ \text{The rider ‘by virtue of their logical form’ in the definition of logical validity is meant to preclude arguments like this from counting as valid:} \]

(P1) Alfred is a bachelor.

(C) Alfred is an unmarried man.

But drawing a principled divide between the logical and non-logical expressions of a language is a difficult open problem in the philosophy of logic. See MacFarlane [2009] for a good critical survey of various approaches to this demarcation problem.

\[ \text{See also Frege [1893], pp. 14, 15, and [1897], pp. 128, 146, 149.} \]
Whereas Euclid’s principles are in one sense norms for thinking about the geometry of space, and similarly the laws of physics are norms for thinking about the physical world, the laws of logic are constitutive norms for thought as such. That is, something not subject to the laws of logic just isn’t thinking. Though some philosophers will surely balk at this constitutivity claim, most still think that logic is normative for thought in some form or another.

For Frege, of course, these two conceptions of logic are compatible. The above quote from Thoughts continues,

From the laws of truth there follow prescriptions about asserting, thinking, judging, inferring. (p. 351)

Thus, on what I think is the most natural reading of Frege, logical laws have descriptive content about truth. They say nothing about how we ought to reason or what we ought to believe. However, the laws of logic still imply prescriptions for thought and related intentional activity. In this regard too, Frege’s view remains popular. In fact, something like his picture of logic has a good claim to being the ‘standard view’ on the contemporary philosophical scene. Logically valid arguments, it is said, necessarily preserve truth. But fans of truth preservation needn’t deny that logic has normative import, nor that the normative component of logic can play an important role in demarcating it from closely related disciplines like geometry and psychology. They must only recognize that logical laws are not themselves norms for thought. Bridge principles are needed at the logic-epistemology interface.

But can we hold onto this standard conception of logic? Is logic a descriptive science of truth that gives rise to norms for thought? After

4cf. MacFarlane [2002].

5For example, Barwise and Etchemendy [1999] write on the first page of their popular logic textbook:

All rational inquiry depends on logic, on the ability of people to reason correctly most of the time, and, when they fail to reason correctly, on the ability of others to point out the gaps in their reasoning.

They continue a few pages later:

Rational inquiry, in our sense, is not limited to academic disciplines, and so neither are the principles of logic. If your beliefs about a close friend logically imply that he would never spread rumors behind your back, but you find out that he has, then your beliefs need revision. Logical consequence is central, not only to the sciences, but to virtually every aspect of everyday life.

6That such bridge principles are required is one of the key lessons of Gilbert Harman’s [1986] Change in View. Here are a couple of candidate synchronic principles that bind at a moment in time t:
clarifying what I take to be the standard truth preservation view in §2, I consider some inferences in §3 that militate against it. Given what one of our best formal semantic theories says about the semantic values of informational modals and the indicative conditional, some good deductive arguments involving these informational constants—that is, deductive arguments that we can appropriately make in both categorical and hypothetical deliberative contexts by virtue of their logical form—are arguably not truth preserving. We seem, as I discuss in §4, to face a difficult choice: we can either maintain that these good deductive arguments are valid, and abandon the view that even material truth preservation is a necessary condition for validity; or we can maintain that logic is about truth preservation, and undermine the connection between validity and good deductive argument.  

In fact, I argue that we can take the first fork with few tears. Inspired by Yalcin [2007] in particular, I propose in §5 that logic is not the science of which arguments necessarily preserve truth, but rather a descriptive science whose proper subject is information. Facts about validity, on

Consistency: Where \( \varphi_1, ..., \varphi_n \) are logically inconsistent, you are rationally required at \( t \) (either not to believe that \( \varphi_1 \) is true, ..., or not to believe that \( \varphi_n \) is true).

Closure: Where \( \varphi_1, ..., \varphi_n \) logically imply \( \psi \), you are rationally required at \( t \) (either not to believe that \( \varphi_1 \) is true, ..., not to believe that \( \varphi_n \) is true, or to believe that \( \psi \) is true).

Harman himself argues that such bridge principles linking logic and “reasoned change in view” are all problematic, so he negatively concludes that logic is not normative for thought in any special sense. However, see MacFarlane [ms.], and Field [2009a] and [ms.] for carefully formulated closure principles that avoid Harman’s objections.

To my mind, ‘good deductive argument’ is best understood as an evaluative notion applicable in the third-person standpoint of appraisal, not a normative notion applicable in the first-person standpoint of deliberation and the related second-person standpoint of advice. It is one thing to know which inferences we can appropriately make in our reasoning. It is another thing to know what we ought to believe at a time or how we ought to revise our beliefs over time. However, I think good deductive arguments nevertheless play a strong normative role in our linguistic and epistemic practices, so the tension between truth preservation and good argument is also one between Frege’s two conceptions of logic as a descriptive science of truth and a normative science.

Let me stress, though, that while Yalcin defends an informational consequence relation over natural language, he does not explicitly endorse an informational view of logical consequence. Any conceptual errors associated with the shift from natural language semantics to logic are my own.

I am certainly not the first to propose an intimate connection between logic and information. At Stanford in the 1980s and 1990s, Jon Barwise and his colleagues developed the information-based situation semantics. For some relevant work in this tradition, see Barwise [1989], Barwise and Etchemendy [1990], and Devlin [1991]. At the Institute for Logic, Language, and Computation in Amsterdam, Veltman
this informational view, tell us about the structure of the bodies of information that we generate, encounter, absorb, and exchange as we interact with one another and learn about our world. Roughly put, the argument from \( \varphi_1, \ldots, \varphi_n \) to \( \psi \) is logically valid if and only if information with the structural features (to be made precise in due course) corresponding to each of \( \varphi_1, \ldots, \varphi_n \) also has the structural feature corresponding to \( \psi \) by virtue of the logical form of these sentences.

This informational concept of validity lines up with the standard concept defined in terms of truth preservation over simple languages without informational modals and the indicative conditional. But the informational concept also dovetails with good deductive argument over richer languages that include these informational constants—or so I will argue. In \( \S6 \) and \( \S7 \), I consider cases of defective argumentation that purportedly show that modus ponens for the indicative—a valid form of argument on the informational view—is unreliable in hypothetical contexts. I argue that these cases show no such thing; rather, they show that methods of argumentation involving hypothetical reasoning like reductio ad absurdum and constructive dilemma do not always fit the classical model when performed in a language with informational constants. I conclude in \( \S8 \) in favor of something close to Frege’s picture: logic is a descriptive science that informs what we ought to do and believe. It is just that logical facts describe not relations of truth, but instead structural properties of information.

2 Truth Preservation

I use the definite description ‘the truth preservation view’ to denote a cluster of widespread intuitions about the informal concept of logical validity.\(^9\) The most basic intuition, of course, is that a logically valid

\[^9\text{Tarski [1936] opens his seminal essay on logical consequence with this remark on the subject of mathematical logic:}

\[\text{The concept of logical consequence is one whose introduction into the field of strict formal investigation was not a matter of arbitrary decision on the part of this or that investigator; in defining this concept, efforts were made to adhere to the common usage of the language of everyday life. (p. 409)}\]

Let me be clear that what I have in mind here is not the “common usage” of people on the street (I am doubtful that this “common usage” even exists), but the informal
argument with true premises has a true conclusion. But two further intuitions sharpen this core condition. The first is that validity involves a modal element: it is impossible for each of the premises of a logically valid argument to be true and for the conclusion to be false. The second is that a logically valid argument preserves truth by virtue of the logical form of the sentences in the argument, and not due to the meaning of any non-logical symbols. These intuitions all come together in the definition from §1: the argument from $\varphi_1, \ldots, \varphi_n$ to $\psi$ is logically valid if and only if it is impossible for each of $\varphi_1, \ldots, \varphi_n$ to be true and for $\psi$ to be false by virtue of their logical form.\(^\text{10}\)

In mathematical logic, this informal notion is typically analyzed in terms of truth in a model.\(^\text{11}\) Open up just about any logic textbook and you will see something like this: the argument from $\varphi_1, \ldots, \varphi_n$ to $\psi$ is logically valid if and only if there is no model $M$ for formal language $\mathcal{L}$ such that the translations of $\varphi_1, \ldots, \varphi_n$ into $\mathcal{L}$ are all true in $M$ but the translation of $\psi$ into $\mathcal{L}$ is false in $M$, where $\mathcal{L}$ purportedly makes the logical form of $\varphi_1, \ldots, \varphi_n, \psi$ explicit, and a model $M$ for $\mathcal{L}$ is, roughly, something that provides enough information to determine the extensions of all well formed sentences $\overline{S}_\mathcal{L}$ of this formal language.\(^\text{12}\) In sentential logic, a model is (basically) just a reference row of a truth table. In classical first-order logic, a model is a non-empty domain of individuals and an interpretation function that maps constants in $\mathcal{L}$ to individuals in the domain and maps predicates in $\mathcal{L}$ to sets of individuals in the domain. In intuitionistic logic, a model is a Kripke tree with valuations at each node. And so forth. By varying our formal languages and models, we have generated a large family of formal characterizations of logical validity.

But while logicians and philosophers agree on which arguments count as logically valid on this or that formal characterization, they disagree

\footnote{concept of logical validity that has been influential in philosophy and mathematics since Aristotle.}

\footnote{Even among logicians and philosophers who accept this definition, there is room for disagreement. Is the modality alethic, metaphysical, or epistemic? Are higher order quantifiers, say, part of logical form? ‘The truth preservation view’ is best regarded as an umbrella term that covers the many ways to make this definition precise.}

\footnote{Relevance logicians like Anderson, Belnap, and Dunn [1992] also insist that the premises of a logically valid argument must be relevant to its conclusion. However, they argue that this requirement of relevance is not a separate virtue but is actually required to ensure a kind of truth preservation. See Lewis [1982] for good discussion.}

\footnote{Besides this model-theoretic semantic approach, logicians also study syntactic characterizations of validity in proof systems.}

\footnote{For a cleaner exposition, I will often use $\varphi_1, \ldots, \varphi_n, \psi$ to designate both sentences in English and their translations into a formal language.}
on which of the formal notions explicate the genuine informal notion of logical validity. That is, they disagree on which of the formal notions extensionally coincide with our pre-theoretic, intuitive notion of validity. Having an extensionally adequate formal explication of validity would certainly be useful. By investigating it, we could learn things about our target, the informal notion.

For example, assume that $\mathcal{L}$ is the basic sentential modal language. Then a mathematical explication of logical validity is typically going to look something like this:

A model $\mathcal{M} = \langle W, R, @, V \rangle$ for $\mathcal{L}$ consists of a set of possible worlds $W$ where one of the worlds $@ \in W$ is designated the actual one, a binary accessibility relation $R \subseteq W \times W$ between worlds, and an interpretation function $V : At_{\mathcal{L}} \times W \mapsto \{T, F\}$ that maps each sentence letter $p \in At_{\mathcal{L}}$ and world $w \in W$ to a truth value in $\{T, F\}$. A recursive specification of truth uses $R$ and $V$ to establish the complete interpretation function $\llbracket \cdot \rrbracket_{\mathcal{M}} : S_{\mathcal{L}} \times W \mapsto \{T, F\}$ for $\mathcal{L}$ that maps each sentence $\varphi \in S_{\mathcal{L}}$ and world $w \in W$ to a truth value.\(^{13}\) Sentence $\varphi$ is true at $w$ in $\mathcal{M}$ if and only if $\llbracket \varphi \rrbracket^w_{\mathcal{M}} = T$. This sentence is true in $\mathcal{M}$ if and only if $\llbracket \varphi \rrbracket^@_{\mathcal{M}} = T$.

Logical validity is defined in terms of truth in $\mathcal{M}$:

**Def 1.** The argument from $\varphi_1, ..., \varphi_n$ to $\psi$ is valid, $\{\varphi_1, ..., \varphi_n\} \models \psi$, just in case there is no model $\mathcal{M}$ where $\llbracket \varphi_1 \rrbracket^@_{\mathcal{M}} = ... = \llbracket \varphi_n \rrbracket^@_{\mathcal{M}} = T$ and $\llbracket \psi \rrbracket^@_{\mathcal{M}} = F$.\(^{14}\)

It remains to add at least the identity relation ‘$\equiv$’ and the standard first-order quantifiers ‘$\forall$’ and ‘$\exists$’ to $\mathcal{L}$. But the hope, again, is that the formal relation ‘$\models$’ extensionally captures the informal notion of logical validity over the fragment of our language without these symbols—that is, $\{\varphi_1, ..., \varphi_n\} \models \psi$ just in case it is impossible for each of $\varphi_1, ..., \varphi_n$ to be true and for $\psi$ to be false by virtue of their logical form (here I use ‘true’ and ‘false’ in an ordinary, pre-theoretic sense, and not in the technical sense relativized to a model). If this equivalence holds, then investigating the laws governing ‘$\models$’ can teach us about the target intuitive notion and, given the purported tight link between logic and epistemology, about what we ought to believe.

\(^{13}\)See any modal logic textbook for details. See also n. 21 below.

\(^{14}\)If $[\varphi]_{\mathcal{M}} =_{def} \{w \in W : \llbracket \varphi \rrbracket^w_{\mathcal{M}} = T\}$ is the *proposition* expressed by sentence $\varphi$ in $\mathcal{M}$, then $\{\varphi_1, ..., \varphi_n\} \models \psi$ just in case there is no $\mathcal{M}$ where $[\varphi_1]_{\mathcal{M}} \cap ... \cap [\varphi_n]_{\mathcal{M}} \nsubseteq [\psi]_{\mathcal{M}}$. The relation ‘$\models$’ between a set of sentences and a sentence in $S_{\mathcal{L}}$ corresponds to a set-theoretic relation between the propositions expressed by these sentences.
3 Against Truth Preservation

However, there are deductive arguments involving informational modal operators and indicative conditionals that put pressure on this standard view of logic. These arguments suggest that truth preservation and good deductive argument come apart.

For example, consider this variant of Vann McGee’s [1985] famous ‘counterexample’ to modus ponens based on the 1980 U.S. Presidential election:

(P1) If a married woman committed the murder, then if Mrs. Peacock didn’t do it, it was Mrs. White.

(P2) A married woman committed the murder.

(C) If Mrs. Peacock didn’t do it, it was Mrs. White.

Pace McGee, I think that we can appropriately make this argument in both categorical and hypothetical deliberative contexts.\(^{15}\) Publicly, if someone asserts or supposes that if a married woman did it then if it wasn’t Mrs. Peacock it was Mrs. White, and also asserts or supposes that a married woman did it, then we can infer on this basis that if it wasn’t Mrs. Peacock it was Mrs. White.\(^{16}\) Privately, if you activate your beliefs or simply suppose in an episode of internal theoretical deliberation that the conditional and its antecedent both hold, then you can infer that the consequent holds.\(^{17}\)

Nevertheless, the inference from (P1) and (P2) to (C) arguably fails to preserve truth. Let me elaborate.\(^{18}\)

Assume that in addition to sentence letters \(A, B, C, \ldots, \perp\), the logical connectives \(\neg, \lor, \land, \supset, \equiv\), and parentheses (), the symbols of \(\mathcal{L}\) also include the indicative conditional \(\Rightarrow\) and informational necessity \(\Box\) and possibility \(\Diamond\) operators (these modals are typically called epistemic

\(^{15}\)I defend this claim in §6 and §7.

\(^{16}\)I use ‘infer’ in a thin sense. Inference consists of recognizing what follows; it needn’t culminate in belief.

\(^{17}\)This is not to say that in categorical deliberative contexts involving assertion and belief activation you should come to believe that if it wasn’t Mrs. Peacock it was Mrs. White. Perhaps you believe that (P1) holds or that (P2) holds in the face of strong evidence to the contrary. Still, the modus ponens inference can shed important light on the normativity of your situation—for instance, that you ought either not to believe both that a married woman did it and if a married woman did it then if it wasn’t Mrs. Peacock it was Mrs. White, or to believe that if it wasn’t Mrs. Peacock then it was Mrs. White.

\(^{18}\)Going forward, I will be loose about use and mention, omitting Quinean quasi-quotes and the like.
modals since sentences involving them are often evaluated relative to what someone knows or believes). ¹⁹

To give a semantics for \( \mathcal{L} \), I follow Yalcin [2007] and [2011], and Kolodny and MacFarlane [2010] in adding another argument place to the interpretation function \( [\_ ]_\mathcal{M} : S_\mathcal{L} \times \mathcal{W} \rightarrow \{ T, F \} \) from §2. Sentences in \( S_\mathcal{L} \) are now evaluated for truth relative both to a world \( w \in \mathcal{W} \) and to an information state \( i \in 2^\mathcal{W} \) (a set of worlds in \( \mathcal{W} \)). A model \( \mathcal{M} \) for \( \mathcal{L} \) will still consist partly of a function \( V : At_\mathcal{L} \times \mathcal{W} \rightarrow \{ T, F \} \) that interprets each sentence letter \( p \in At_\mathcal{L} \), but a recursive specification of truth at an index \( \langle w, i \rangle \) now lifts this function to the full interpretation function \( J : S_\mathcal{L} \times \mathcal{W} \times 2^\mathcal{W} \rightarrow \{ T, F \} \) mapping \( \varphi \in S_\mathcal{L} \), \( w \in \mathcal{W} \), and \( i \in 2^\mathcal{W} \) to a truth value. ²⁰

The clauses for sentence letters, \( \bot \), and the logical connectives are straightforward:

\[
\begin{align*}
[p]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad V(p, w) = T \\
[\bot]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad 0 = 1 \\
[\neg \varphi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad [\varphi]_{\mathcal{M}}^{w,i} = F \\
[\varphi \lor \psi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad [\varphi]_{\mathcal{M}}^{w,i} = T \lor [\psi]_{\mathcal{M}}^{w,i} = T \\
[\varphi \land \psi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad [\varphi]_{\mathcal{M}}^{w,i} = T \land [\psi]_{\mathcal{M}}^{w,i} = T \\
[\varphi \supset \psi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad [\varphi]_{\mathcal{M}}^{w,i} = F \lor [\psi]_{\mathcal{M}}^{w,i} = T \\
[\varphi \equiv \psi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad [\varphi]_{\mathcal{M}}^{w,i} = [\psi]_{\mathcal{M}}^{w,i} \\
\end{align*}
\]

However, the semantic clauses for the informational modal operators and indicative conditional are more interesting since the information state parameter \( i \) in the index comes into action:

\[
\begin{align*}
[\Box \varphi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad \forall v \in i([\varphi]_{\mathcal{M}}^{v,i} = T) \\
[\Diamond \varphi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad \exists v \in i([\varphi]_{\mathcal{M}}^{v,i} = T) \quad ²¹ \\
[\varphi \Rightarrow \psi]_{\mathcal{M}}^{w,i} & = T \quad \text{iff} \quad \forall v \in i + \varphi([\psi]_{\mathcal{M}}^{v,i+\varphi} = T) \\
\end{align*}
\]

¹⁹The catalogue of logical constants is controversial. But I assume in what follows, along with many logicians and philosophers, that the informational modal operators and indicative conditional make the list.

²⁰Lewis [1980], drawing on Kaplan [1989], argues that a sentence \( \varphi \) in a natural language must be evaluated relative both to the context \( c \) in which \( \varphi \) is used, and to an index, an \( n \)-tuple of features of context. But given the formal language \( \mathcal{L} \) under consideration, context dependence and much index dependence can be ignored; the index \( \langle w, i \rangle \) will do.

²¹The main difference between this compositional semantics and the standard textbook semantics for \( \Box \) and \( \Diamond \) involving an accessibility relation \( R \subset \mathcal{W} \times \mathcal{W} \) is effectively that the information state parameter \( i \) in the index \( \langle w, i \rangle \) is independent of
where \( i + \varphi \) appearing in the clause for the indicative is the largest subset \( i' \subseteq i \) such that \( \forall w \in i'(\llbracket \varphi \rrbracket \mathcal{M}^i = T) \). Intuitively: ‘Colonel Mustard must have done it’ is true at index \( \langle w, i \rangle \) just in case all of the worlds in \( i \) are worlds in which Colonel Mustard did it. ‘Colonel Mustard might have done it’ is true at index \( \langle w, i \rangle \) just in case Colonel Mustard did it at some of these worlds. And ‘If Colonel Mustard did it then he used the candlestick’ is evaluated for truth at index \( \langle w, i \rangle \) by first ‘adding’ the information that Colonel Mustard did it to the existing stock of information \( i \) and then ‘checking’ whether Colonel Mustard used the candlestick at all worlds in this updated information state. Given the index \( \langle w, i \rangle \) in Fig 1, for example, \( \llbracket \Box A \rrbracket \mathcal{M}^i = F \), \( \llbracket \Diamond A \rrbracket \mathcal{M}^i = T \), and \( \llbracket A \Rightarrow B \rrbracket \mathcal{M}^i = T \).

What about the formal logical consequence relation? This is where things get more interesting—there are multiple prima facie attractive the world parameter \( w \). On the textbook semantics, the clauses for the informational modals can be stated as follows:

\[
\llbracket \Box \varphi \rrbracket \mathcal{M}^i = T \quad \text{iff} \quad \forall v \in \{ v : wRv \}(\llbracket \varphi \rrbracket \mathcal{M}^v = T)
\]

\[
\llbracket \Diamond \varphi \rrbracket \mathcal{M}^i = T \quad \text{iff} \quad \exists v \in \{ v : wRv \}(\llbracket \varphi \rrbracket \mathcal{M}^v = T)
\]

22A few asides on the semantics of the indicative conditional:

—Yalcin [2007] requires that \( i + \varphi \neq \emptyset \) but I follow Kolodny and MacFarlane [2010] and relax this restriction.

—If the antecedent \( \varphi \) of an indicative conditional can include informational modals, then \( i + \varphi \) is not well-defined since there needn’t be a unique maximal \( \varphi \)-subset \( i' \subseteq i \) such that \( \forall w \in i'(\llbracket \varphi \rrbracket \mathcal{M}^{i'} = T) \) and \( \exists w \in i'(\llbracket \varphi \rrbracket \mathcal{M}^{i''} = F) \) for each \( i'' \) such that \( i' \subseteq i'' \subseteq i \). For example, when \( i = \{ w_1, w_2 \} \), \( w_1 \) is an \( A \wedge \neg B \)-world, and \( w_2 \) is a \( \neg A \wedge B \)-world, both \( \{ w_1 \} \) and \( \{ w_2 \} \) are candidates for \( i + \Box A \vee \Box B \). To handle this non-uniqueness, Kolodny and MacFarlane [2010] present the following alternative clause for the indicative:

\[
\llbracket \varphi \Rightarrow \psi \rrbracket \mathcal{M}^i = T \quad \text{iff} \quad \forall i' \in i_\varphi(\forall v \in i'(\llbracket \psi \rrbracket \mathcal{M}^{i'} = T))
\]

where \( i_\varphi \) is the set of maximal \( \varphi \)-subsets of \( i \). But for ease of exposition, I will just work with the simpler clause in the main text since I consider only conditionals with non-modal antecedents.

—Like Yalcin [2007], Kolodny and MacFarlane [2010], and Gillies [2010], but unlike Lewis [1975] and Kratzer [1986], I am effectively treating ‘if’ as an operator rather than a restrictor (note that the clause for \( \varphi \Rightarrow \Box \psi \) involves double quantification whereas a restrictor-theoretic clause would involve only single quantification). Doing so allows me to avoid the need for covert informational necessity modals in the semantic clause for bare indicatives like ‘If Colonel Mustard did it then he used the candlestick’ that lack an explicit modal in their consequent (cf. Kratzer [1986]). However, I will not defend the operator approach here since I do not think that the difference between operators and restrictors matters much for present purposes given the simple conditionals under consideration. (For some sense of what a defense would require, see the forceful objections to Gillies’ operator-based semantics in Khoo [2011].)
options for $\models$ in this setting.

Running with the truth preservation view of logic, a natural first
suggestion is that logically valid arguments preserve truth at all
indices in all models:

**Def 2.** The argument from $\varphi_1, \ldots, \varphi_n$ to $\psi$ is valid, $\{\varphi_1, \ldots, \varphi_n\} \models_0 \psi$, just in case there is no model $\mathcal{M}$ such that for some world $w \in \mathcal{W}$ and information state $i \in 2^\mathcal{W}$, $[\varphi_1]_{\mathcal{M}}^{w,i} = \ldots = [\varphi_n]_{\mathcal{M}}^{w,i} = T$ and $[\psi]_{\mathcal{M}}^{w,i} = F$.

However, Def 2 seems too demanding. This is a good argument:

(P1) Mrs. Peacock must have done it.

(C) Mrs. Peacock did it.

But $\{\Box A\} \not\models_0 A$, since when $w_1$ is an $A$-world but $w_2$ is not, truth is not preserved at the index $\langle w_1, \{w_1\} \rangle$. Similarly, this is good:

(P1) Mrs. Peacock did it.

(C) Mrs. Peacock might have done it.

But $\{A\} \not\models_0 \Diamond A$, since truth is not preserved at the index $\langle w_1, \{w_2\} \rangle$.

One diagnosis of this badness is that we are considering far too many indices, many of which—$\langle w_2, \{w_1\} \rangle$, $\langle w_1, \{w_2\} \rangle$, for example—cannot correspond to an actual or possible agent’s situation and knowledge state.\footnote{cf. Kolodny and MacFarlane [2010], drawing on Kaplan [1989]. If a context $c$ supplies an information state $i_c$—the knowledge state of some contextually salient agent—that always includes the world $w_c$ of this context—given the factivity of knowledge—then one might insist that Def 2 excessively requires the preservation of truth, not only at proper indices corresponding to some possible $c$, but at indices not corresponding to any context.}

This suggests the following fix:

**Def 3.** The argument from $\varphi_1, \ldots, \varphi_n$ to $\psi$ is valid, $\{\varphi_1, \ldots, \varphi_n\} \models_{\text{Tr}} \psi$, just in case there is no model $\mathcal{M}$ such that for some information state $i \in 2^\mathcal{W}$ and world $w \in i$, $[\varphi_1]_{\mathcal{M}}^{w,i} = \ldots = [\varphi_n]_{\mathcal{M}}^{w,i} = T$ and $[\psi]_{\mathcal{M}}^{w,i} = F$.

The relation $\models_{\text{Tr}}$ preserves truth at all and only proper indices $\langle w, i \rangle$ where $w \in i$ in all models.\footnote{Since we often investigate what is so according to nonfactual information that rules out the actual state of the world, this restriction to indices $\langle w, i \rangle$ where $w \in i$ strikes me as a bad move. However, this is not a point that I want to press here.} So $\{\Box \varphi\} \models_{\text{Tr}} \varphi$ and $\{\varphi\} \models_{\text{Tr}} \Diamond \varphi$ for all $\varphi \in \mathcal{L}$, and $\models_{\text{Tr}}$ supports our judgments that these implications are good.

However, $\models_{\text{Tr}}$ also invalidates some good deductive arguments. For example, we can appropriately make this argument in both categorical and hypothetical contexts:

(P1) Professor Plum didn’t do it.
(C) It is not the case that Professor Plum might have done it.  
But \( \neg A \not\models_T \neg \Box A \), since when \( w_1 \) is an \( A \)-world but \( w_2 \) is not, truth is not preserved at the proper index \( \langle w_2, \{ w_1, w_2 \} \rangle \) (see Fig 2).

Further, this argument is good:
(P1) Either Mrs. White did it or Miss Scarlett did it.
(P2) Miss Scarlett didn’t do it.
(C) Mrs. White must have done it.  
But \( \{ A \lor B, \neg B \} \not\models_T \Box A \), since when \( w_1 \) is an \( A \land \neg B \)-world and \( w_2 \) is a \( \neg A \)-world, truth is not preserved at the proper index \( \langle w_1, \{ w_1, w_2 \} \rangle \) (see Fig 3).

Lastly, the modus ponens argument that opened this section is good:
(P1) If a married woman committed the murder, then if Mrs. Peacock didn’t do it, it was Mrs. White.
(P2) A married woman committed the murder.
(C) If Mrs. Peacock didn’t do it, it was Mrs. White.
But \( \{ A \Rightarrow (\neg B \Rightarrow C), A \} \not\models_T \neg B \Rightarrow C \), since when \( w_1 \) is an \( A \land B \land \neg C \)-world, \( w_2 \) is an \( A \land \neg B \land C \)-world, and \( w_3 \) is a \( \neg A \land \neg B \land \neg C \)-world, this argument does not preserve truth at the proper index \( \langle w_1, \{ w_1, w_2, w_3 \} \rangle \) (see Fig 4).

\[ ^{25} \text{Yalcin [2007] calls } \{ \neg \varphi \} \models \neg \Box \varphi \text{ “Lukasiewicz’s Principle” since } \text{Lukasiewicz [1930]} \text{ appears to endorse it.} \]

\[ ^{26} \text{One might object that this argument only seems good because of the modal element in the standard characterization of logical validity—whenever the premises are true, the conclusion must be true—and the validity of disjunctive syllogism. But the following good argument is also invalidated by } \models_T : \]
(P1) The murder occurred in the library and either Mrs. White did it or Miss Scarlett did it.
(P2) Miss Scarlett didn’t do it.
(C) The murder occurred in the library and Mrs. White must have done it.

It is harder to hear the embedded ‘must’ in (C) as the modality of logical validity.
The upshot: If validity is understood in terms of necessary truth preservation and the formal relation $\models_{Tr}$ explicates this informal target notion, then these arguments reveal that validity and good deductive argument do not line up.

![Fig 4. The index $\langle w_1, \{w_1, w_2, w_3\}\rangle$](image)

### 4 Responses

How to respond to this mismatch? One might, of course, just dismiss my positive evaluations of the previous three arguments as misguided. However, my intuition that these are good arguments is widely shared.  

Alternatively, one might agree that these are good arguments and maintain the truth preservation view of logic, but concede that $\models_{Tr}$ is not up to the job. However, it is unclear what a better explication of logical validity, at least as traditionally understood in terms of necessary truth preservation at a context, could look like that validates all of these arguments.  

Changing tack, one might accept the separation of truth preservation and good deductive argument and come out on one or the other side of the fence. This response might already have come to mind:

“Why insist that all good deductive arguments are logically valid? Robert Stalnaker [1975] famously distinguishes between the semantic concept of *entailment* and the pragmatic concept of *reasonable inference*. The or-to-if inference from ‘Either the butler did it or the gardener did it’ to ‘If the butler didn’t do it then the gardener did’, says Stalnaker, is logically invalid since the former sentence does not even semantically entail the latter, but it is still a reasonable inference. Similarly, one might say that the inference from ‘The butler didn’t do it’ to ‘It is not the case that the butler might have done it’ is logically invalid but still a good

---

27 Again, it is not universally shared. Kolodny and MacFarlane [2010], for instance, argue that *modus ponens* can lead us astray in hypothetical contexts. I respond to their argument in §6.

28 See Bledin [2013], Ch. 3, for a more comprehensive discussion of the threat that informational constants pose to the truth preservation view. There are more sophisticated versions of this view that validate all of the arguments in §3. However, there is a deeper worry with the truth preservation view of logic in general. The worry is that sentences involving informational modals and the indicative conditional are not, properly speaking, even true or false at a context (cf. Adams [1975], Edgington [1986], and Yalcin [2011]). On this *nonfactualist* position, the truth preservation view seems thoroughly ill-suited to explain the goodness of deductive arguments involving these informational constants.
inference.”

Of course, we might just stipulate ‘logically valid’ is to mean something like ‘necessarily truth preserving by virtue of logical form’ and accept that many good deductive arguments fall outside its extension. However, this move is unattractive. Though the idea that logically valid arguments necessarily preserve truth by virtue of logical form is well entrenched in the philosophical tradition, so too is the idea that good deductive arguments are logically valid. We maintain one of these ideas only by seriously undermining another.

This response might have also come to mind:

“Why not surrender the idea that logically valid arguments preserve truth? Perhaps we can understand logic in some other way such that validity and good deductive argument coincide.”

Hartry Field [2006], [2008], [2009a], [2009b], [ms.], for one, has argued for this approach in recent work. He boldly suggests that we should...

\[\text{I bring up Stalnaker’s distinction between semantic entailment and reasonable inference to stimulate this response, but I should emphasize that, as I understand these concepts, good deductive inference and reasonable inference do not coincide. Inspired by Stalnaker’s original definition, let us call an inference from } \varphi_1, ..., \varphi_n \text{ to } \psi \text{ a reasonable inference iff there is no model } \mathcal{M} \text{ such that for some } i \in 2^\mathcal{W} \text{ one can appropriately assert } \varphi_1 \text{ against background information } i, ..., \text{ and also appropriately assert } \varphi_n \text{ against } i + \varphi_1 + ... + \varphi_{n-1}, \text{ but } \exists w \in i + \varphi_1 + ... + \varphi_{n-1} \text{ with } 2^{\text{truth of truth in } \mathcal{M}} \text{ such that } J_{\psi} \psi K_{w,i} = F \text{. The good inferences in §3 are all reasonable given the semantics under consideration. However, while the or-to-if inference from } A \lor \lozenge A \text{ to } \neg A \Rightarrow \lozenge A \text{ is reasonable given the Gricean assumption that one can appropriately assert } \varphi \lor \psi \text{ against background information } i \text{ only if } \exists w \in i(\text{truth of truth in } \mathcal{M}) = T \text{ and } \exists w \in i(\text{truth of truth in } \mathcal{M}) = T \text{ (since it is never appropriate to assert } A \lor \lozenge A), \text{ this inference is not good; one does poorly to make it in categorical and hypothetical contexts.}

Field thinks that we should abandon the truth preservation view not because of the inferences discussed in §3, but because of various inferences involving a general untyped truth predicate \text{Tr}(x). If we look at our best formal truth theories developed since the 1970s to handle the Liar paradox and related semantic paradoxes, Field argues, these theories formulated in a language with \text{Tr}(x) include axioms that they do not regard as true, or rules of inference that they do not regard as unrestrictedly truth preserving. Worse, adding to truth theory } T \text{ either the sentence saying that all of } T \text{’s axioms are true or the sentence saying that all of } T \text{’s rules of inference preserve truth results in inconsistency. But all of us accept, or should accept, one or the other of these theories, taking its axioms/rules to govern our inferential practices. So if we want to hold onto the idea that logic—where ‘logic’ is broad enough to include the logic of } T \text{—lines up with good deductive inference such that these axioms/rules are logical truths/logically valid, then we are not in a position to consistently accept that logic is about unrestricted truth preservation.}

In this essay, however, I am less concerned with Field’s truth-theoretic argument than with his normative characterization of logic. There are reasons aside from the semantic paradoxes to think that truth preservation and good deductive argument...
regard the normative dimension of logic as fundamental:

If logic is not the science of what [forms of inference] necessarily preserve truth, it is hard to see what the subject of logic could possibly be, if it isn’t somehow connected to norms of thought. (Field [2009a], p. 263)

This is not to say that logical validity should be defined in terms of its normativity for thought. Field finds this tack repugnant, and argues that it is best not to define logical validity at all but to treat it as a primitive notion and illuminate its conceptual role. Field [ms.] suggests the following role for validity:

To regard an inference or argument as valid is (in large part anyway) to accept a constraint on belief: one that prohibits fully believing its premises without fully believing its conclusion. (The prohibition should be ‘due to logical form’: for any other argument of that form, the constraint should also prohibit fully believing the premises without fully believing the conclusion.) (p. 11)

Moreover, there is nothing more to understanding logical validity than understanding what it is to regard an argument as valid. If you and I disagree over whether modus ponens for the indicative is valid, then one of us accepts a constraint on belief that the other rejects—that one ought either not to fully believe in $\varphi$, not to fully believe in $\varphi \Rightarrow \psi$, or to fully believe in $\psi$. But there needn’t be any ultimate metaphysical basis for accepting one view over the other. In the course of our dispute, of course, you or I might appeal to certain objective facts to back up a position. You might argue for the belief constraint, say, by explaining that if $\varphi$ and $\varphi \Rightarrow \psi$ are both true, then $\psi$ is true as well. But the arguments in §3 show that this kind of justification is not always available. When it is not, our differing judgments about validity will simply reflect the different norms that we take to govern our epistemic practices.

However, this Fieldian position also involves radically abandoning orthodoxy. The arguments in §3 invite us to revisit what we talk about when we talk about logic. But, once we do so, it is not obvious why we should conclude as Field [2009a] does that “logic is essentially normative”

---

31 This proposal is refined in Field [2009a], §I, and [ms.], §2. But I will just focus on the cruder proposal stated in the main text.

32 Field [ms.], §3, motivates this “projectivism” about logical validity by analogy to the concept of chance.
(p. 268). Not only must we give up the standard truth preservation view of logic, we must give up the more basic idea that logic is a descriptive science. This seems drastic. Is there a better option?

5 A Better Option

There is an alternative conception of logic that Field overlooks. Like the truth preservation view, this neglected alternative takes logic to be a descriptive science—indeed, it can help us understand the widespread attraction of truth preservation. But on this alternative, validity also coincides with good deductive argument.

The new characterization of logic is motivated by the semantics in §3. Note that the compositional semantics in that section suggests another formal consequence relation:

**Def 4.** The argument from $\varphi_1, ..., \varphi_n$ to $\psi$ is valid, $\{\varphi_1, ..., \varphi_n\} \models_I \psi$, just in case there is no model $\mathcal{M}$ such that for some information state $i \in 2^W$, $\forall w \in i(\llbracket \varphi_1 \rrbracket^w_i = ... = \llbracket \varphi_n \rrbracket^w_i = T)$ and $\neg \forall w \in i(\llbracket \psi \rrbracket^w_i = T)$.

Unlike the relations in Def 2 and Def 3, the ‘informational consequence’ relation $\models_I$ does not preserve truth at an index $\langle w, i \rangle$ in all models, whether or not $w \in i$.

33 In fact, the semantics suggests even more options. For example, Willer [2012] proposes this “dynamic logical consequence” relation:

$\langle \varphi_1, ..., \varphi_n \rangle \models_D \psi$ just in case there is no model $\mathcal{M}$ such that for some $i \in 2^W$ and world $w \in i$, $\llbracket \varphi_1 \rrbracket^w_i = ... = \llbracket \varphi_n \rrbracket^w_i = T$ and $\llbracket \psi \rrbracket^w_i = F$ where $i \uplus \varphi =_{def} i \cap \{ w : \llbracket \varphi \rrbracket^w_M = T \}$. The relation $\models_D$ validates the arguments from §3: $\langle \Box A \rangle \models_D A$, $\langle A \rangle \models_D \Diamond A$, $\langle \neg A \rangle \models_D \neg \Diamond A$, $\langle A \lor B, \neg B \rangle \models_D \Box A$, and $\langle A \Rightarrow (\neg B \Rightarrow C), A \rangle \models_D \neg B \Rightarrow C$. But this relation also has some strange, non-standard structural properties. First, $\models_D$ is sensitive to the order of premises: $\langle \neg A, \Diamond A \rangle \models_D A$ but $\langle \Diamond A, \neg A \rangle \not\models_D A$ (hence my use of ordered sequences). Also, $\models_D$ is not right monotonic: $\langle \Diamond A \rangle \models_D \Diamond A$ but $\langle \Diamond A, \neg A \rangle \not\models_D \Diamond A$. So I focus on a more conservative relation. (Willer actually regards the non-monotonicity of $\models_D$ as a virtue since it allows us to “distinguish modus ponens from modus tollens” and take the former to be valid and the latter to be invalid. But this is a poor motivation for $\models_D$ since non-monotonicity is not really required to distinguish the two modi. More on this in n. 37 below.)

34 This is Yalcin’s [2007] terminology. Veltman [1996] proposes a similar formal consequence relation $\models_3$ defined over his dynamic ‘update semantics’. Also, Kolodny and MacFarlane [2010] consider a variant of $\models_I$. When $\{\varphi_1, ..., \varphi_n\} \models_I \psi$ but $\{\varphi_1, ..., \varphi_n\} \not\models_T \psi$, they say that the argument from $\varphi_1, ..., \varphi_n$ to $\psi$ is “quasi-valid” but not “valid”.


have a particular kind of structure.

Let me explain. Every sentence \( \varphi \in S_L \) corresponds to a potential feature \( \triangleright \varphi \) of information states: \( i \triangleright \varphi \) just in case \( \forall w \in i([\varphi]_w^i = T) \). For instance, \( i \triangleright A \) just in case \( \forall w \in i([A]_w^i = T) \); that is, \( i \triangleright A \) just in case each world in \( i \) is an \( A \)-world. Also, \( i \triangleright \Box B \) just in case \( \forall w \in i([\Box B]_w^i = T) \); that is, \( i \triangleright \Box B \) just in case some world in \( i \) is a \( B \)-world or \( i \) is empty. And so on. Def 4 can thus be restated as follows:

\[
\{ \varphi_1, \ldots, \varphi_n \} \models_I \psi \text{ just in case there is no model } M \text{ such that for some } i \in 2^W, i \triangleright \varphi_1, \ldots, i \triangleright \varphi_n, \text{ and } i \not\models \psi.
\]

Intuitively, \( \psi \) is an informational consequence of \( \{ \varphi_1, \ldots, \varphi_n \} \) just in case any information state in any model with the structure determined by each of \( \varphi_1, \ldots, \varphi_n \) (consisting entirely of \( A \)-worlds, containing at least one \( B \)-world, and so forth) has the structure determined by \( \psi \). For convenience, let us say that when \( i \triangleright \varphi \), \( \varphi \) is ‘incorporated’ in \( i \).\(^{[35]}\) We can then think of informational consequence as preserving not truth at an index, but incorporation in all information states.\(^{[36]}\)

Now, \( \models_I \) to its credit respects more of our implication judgments than \( \models_{Tr} \). It is easy to verify that \( \models_I \) validates the good deductive arguments in §3 that give \( \models_{Tr} \), a rough time: \{\( \neg A \)\} \models_I \neg A, \{A \lor B, \neg B\} \models_I \Box A, \text{ and } \{A \Rightarrow (\neg B \Rightarrow C), A\} \models_I \neg B \Rightarrow C.\(^{[37]}\) Certainly, the entailment

\[\{\varphi_1, \ldots, \varphi_n\} \models_I \psi \text{ just in case there is no model } M \text{ such that for some } i \in 2^W, i \triangleright \varphi_1, \ldots, i \triangleright \varphi_n, \text{ and } i \not\models \psi.\]

\(^{[35]}\)Yalcin [2007] says that when \( i \triangleright \varphi \), \( \varphi \) is “accepted” in \( i \). But I worry that ‘acceptance’ talk can suggest—at least to readers of Stalnaker [1984]—that \( i \in 2^W \) must explicate the informational content of someone’s propositional attitudes, and not information that would exist even if we did not.

\(^{[36]}\)Admittedly, Def 4 still involves the technical notion of truth at an index and might be thought to motivate a kind of global truth preservation view on which logical validity necessarily preserves truth across clusters of contexts (see Bledin [2013], Ch. 3, for more discussion). But as already mentioned in n. 28 above, nonfactualism about the informational fragment of our language spells trouble for all versions of the truth preservation view.

\(^{[37]}\)\(i \triangleright \neg \varphi \text{ iff } \forall w \in i([\varphi]_w^i = F). i \triangleright \neg \varphi \text{ iff } \forall w \in i([\varphi]_w^i = F). \) Since \( i \triangleright \neg \varphi \) implies \( i \triangleright \neg \varphi \), \( \{\neg \varphi\} \models_I \neg \varphi. \)

\(i \triangleright (\varphi \lor \psi) \text{ iff } \forall w \in i([\varphi]_w^i = T) \lor [\psi]_w^i = T). i \triangleright \neg \psi \text{ iff } \forall w \in i([\psi]_w^i = F). \)

\(i \triangleright \Box \psi \text{ iff } \forall w \in i([\psi]_w^i = T). \) Since \( i \triangleright \varphi \lor \psi \) and \( i \triangleright \neg \psi \) together imply \( i \triangleright \Box \varphi \), \( \{\varphi \lor \psi, \neg \psi\} \models_I \Box \varphi. \)

\(i \triangleright \varphi \Rightarrow \psi \text{ iff } \forall w \in i + \varphi([\psi]_w^i = T) \Rightarrow i + \varphi \Rightarrow \psi. i \triangleright \varphi \text{ iff } i + \varphi \Rightarrow \psi. \) Since \( i \triangleright \varphi \Rightarrow \psi \) and \( i \triangleright \varphi \) together imply \( i \triangleright \psi \), \( \{\varphi \Rightarrow \psi, \varphi\} \models_I \psi. \)

It is commonly thought that modus ponens and exportation trade off against each other (cf. McGee [1985]) so it is perhaps not too surprising that exportation for the indicative is invalidated by \( \models_I \): \( \{(\varphi \land \psi) \Rightarrow \xi\} \not\models_I \varphi \Rightarrow (\psi \Rightarrow \xi) \) for some \( \varphi, \psi, \xi \in S_L. \)

For instance, \( \{(A \lor A) \land \neg A \Rightarrow \Box A\} \not\models_I (A \lor A) \Rightarrow (\neg A \Rightarrow \Box A) \). I suspect that it is a bit more surprising that modus tollens for the indicative is invalidated by \( \models_I \): \( \{\varphi \Rightarrow \psi, \neg \psi\} \not\models_I \neg \varphi \) for some \( \varphi, \psi \in S_L. \) Consider this argument based on Lewis Carroll’s [1894] barbershop paradox (cf. MacFarlane and Kolodny [2010], p. 140):
\{A\} \models_I \Box A \text{ is slightly odd, but I do not think that it threatens the link between incorporation preservation and good deductive argument. I have found that many who feel that the argument from ‘Colonel Mustard did it’ to ‘Colonel Mustard must have done it’ is odd also feel that the argument from ‘Either Colonel Mustard did it or Professor Plum did it’ and ‘Professor Plum didn’t do it’ to ‘Colonel Mustard must have done it’ is fine. So I suspect that the perceived oddness of the argument from } \text{A to } \Box A \text{ stems from its redundancy, not from its unreliability}.38

But the relation \models_I \text{ does not preserve truth at an index and so is not a possible explication of an informal consequence relation that preserves truth at a context in the ordinary sense. } \text{Insofar as we want logical validity to line up with good deductive argument, then, informational consequence pushes us to reconsider the informal concept of validity itself. Why is the argument valid from ‘Professor Plum didn’t do it’ to ‘It is not the case that Professor Plum might have done it’? Informational consequence suggests an attractive alternative to truth preservation: the argument is logically valid because information has a particular kind of structure. Information incorporating that Professor Plum didn’t do it rules out the possibility that he did it, and is therefore also information incorporating that it is not the case that Professor Plum might have done it}.39 \text{ Crucially, the suggestion is not that this argument is valid}

(P1) If Colonel Mustard is not in the study, then if Professor Plum is not in the study, Reverend Green is.

(P2) It is not the case that if Professor Plum is not in the study, then Reverend Green is.

(C) It is not the case that Colonel Mustard is not in the study.

\{\neg A \Rightarrow (\neg B \Rightarrow C), (\neg (\neg B \Rightarrow C)) \} \models_I \neg \neg A, \text{ since when } w_1 \text{ is an } A \land \neg B \land \neg C-\text{world and } w_2 \text{ is a } \neg A \land \neg B \land C-\text{world, } \{w_1, w_2\} \triangleright (\neg A \Rightarrow (\neg B \Rightarrow C)) \land \neg (\neg B \Rightarrow C) \text{ but } \{w_1, w_2\} \not\triangleright \neg \neg A. \text{ However, } \models_I \text{ delivers the right verdict here since this argument is no good; we do badly to make it in categorical and hypothetical contexts. See Yalcin } [2012] \text{ for some more bad modus tollens arguments that do not preserve incorporation.}

38 \text{I consider a more sophisticated worry with this argument in n. 49.}

39 \text{I am using ‘information’ here in the rough intuitive sense of that which eliminates certain possibilities while leaving others open, and not in the technical sense of a set of possible worlds } i \in 2^W. \text{ As we should distinguish the technical notion of truth at an index in our formal semantic theories from the ordinary pre-theoretic notion of truth, we should also distinguish the technical notion of incorporation relating a sentence } \varphi \in S_L \text{ and a formal mathematical object } i \in 2^W \text{ from the ordinary pre-theoretic sense in which a body of information incorporates, say, that Colonel Mustard might have done it. That is, we should distinguish the theoretical fact that the sentence ‘Colonel Mustard might have done it’ is incorporated in information state } i \text{ from the pre-theoretic fact that a particular body of information is information according to which Colonel Mustard might have done it. You might think of the informal notion of incorporation as the core concern of logic understood informationally: logically}
because it preserves truth. It is not this: ‘Professor Plum didn’t do it’ logically implies ‘It is not the case that Professor Plum might have done it’ because it is impossible for the former sentence to be true and for the latter to be false by virtue of their logical form. Instead, the proposal is this: ‘Professor Plum didn’t do it’ logically implies ‘It is not the case that Professor Plum might have done it’ because any body of information (the content of an eyewitness’s utterances, the evening news, and so forth) according to which Professor Plum didn’t do it is therefore, by virtue of logical form, also information according to which it is not the case that he might have done it.  

Note that we are, in a sense, turning the study of logic on its head. The core concern of mathematical logic is commonly taken to be the formulation of a formal concept of logical validity that extensionally coincides with the informal concept of validity cashed out in terms of truth preservation. But now it is the formal relation $|=I$ that spurs us to reconsider the informal concept itself. Underlying the distinction between $|=_{Tr}$ and $|=_{I}$ is, I am suggesting, a deeper distinction between two different ways of thinking about the target informal notion of logical validity: there is the truth preservation view, and also what I will call the ‘informational view’ on which logic is fundamentally concerned with the structure of information.

Fortunately, the informational view allows us to make sense of most of the things that have been said about logic over the years. We can still regard logic as a descriptive science. We can even make sense of the considerable popularity of the truth preservation view itself. Restricted to sentences in $S_{L}$ sans informational modal operators and the indicative conditional, $\{\varphi_{1},...,\varphi_{n}\} |=_{Tr} \psi$ if and only if $\{\varphi_{1},...,\varphi_{n}\} |=_{I} \psi$.  

So it is little wonder on the informational view that truth preservation has been so influential.

Further, we can maintain the idea that logical validity and good deductive argument coincide. I will conclude that a deductive argument counts as logically valid on the informational view if and only if we can appropriately make it in both categorical and hypothetical deliberative way:

---

valid arguments preserve incorporation in bodies of information, logical truths are incorporated in all bodies of information, logically consistent sentences are jointly incorporated in some body of information, and so on.

40This suggestion also applies to arguments validated by $|=_{Tr}$. ‘Mrs. Peacock did it’ logically implies ‘Mrs. Peacock might have done it’ because information according to which Mrs. Peacock did it is therefore, by virtue of logical form, also information according to which she might have done it.

41The left-to-right direction clearly holds for the full language $L$. The right-to-left direction holds for sentences without informational constants since $\|\varphi\|^{w,i} = T$ iff $\{w\} \triangleright \varphi$ for such sentences.
contexts by virtue of logical form. But before that, let me respond to some serious threats to this equivalence.

6 Reductio

I have claimed that modus ponens for the indicative conditional—a valid form of inference on the informational view—is a good form of deductive argument. That is, we do well to employ it in our inferential practices. My claim requires defense.

Kolodny and MacFarlane [2010] argue that modus ponens is reliable inside categorical deliberative contexts but it can lead you astray inside hypothetical contexts triggered by supposition. Suppose you have been in your office for hours with the blinds down and have not heard the weather forecast. Given your evidence, you reflect that the streets might not be wet, but that if it is raining the streets must be wet. You then enter a hypothetical context by supposing that it is raining. Applying modus ponens in this hypothetical context, you infer that the streets must therefore be wet. Recognizing that this conflicts with the first premise, you then conclude by reductio that it is not raining. Something has gone horribly wrong.

<table>
<thead>
<tr>
<th></th>
<th>The streets might not be wet</th>
<th>Premise</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>If it is raining, the streets must be wet</td>
<td>Premise</td>
</tr>
<tr>
<td>3</td>
<td>It is raining</td>
<td>Supposition</td>
</tr>
<tr>
<td>4</td>
<td>The streets must be wet</td>
<td>From 2, 3</td>
</tr>
<tr>
<td>5</td>
<td>It is not the case that the streets must be wet</td>
<td>From 1</td>
</tr>
<tr>
<td>6</td>
<td>⊥</td>
<td>From 4, 5</td>
</tr>
<tr>
<td>7</td>
<td>It is not raining</td>
<td>From 3, 4-6</td>
</tr>
</tbody>
</table>

Kolodny and MacFarlane pinpoint the use of modus ponens at step 4 as the root of the trouble. If they are right, then this argument form tells against the informational view of logic. Whereas before it seemed that the truth preservation view undergenerates by failing to count good deductive inferences as valid, it now seems that the informational view overgenerates by counting bad deductive inferences as valid.

However, is modus ponens really unreliable inside the hypothetical context? It seems to me that Kolodny and MacFarlane misdiagnose the problem, which arises only at step 5 or step 7, depending on how your
supposition works at step 3. Consider the informational background of your deliberation. Sitting in the office, your information leaves open the possibility that the streets are not wet, but rules out that it is raining and the streets are not wet. If your supposition consists in tentatively adding the information that it is raining to your basic information, then your nondegenerate information in the induced hypothetical context rules out the possibility that the streets are not wet, so you should not reflect at step 5 that it is not the case that the streets must be wet.

On the other hand, your supposition might trigger a hypothetical context in which your salient body of information rules out that it is not raining but also still has the structural features corresponding to both premises. In this case, you do well to recognize the contradiction. But while your information in the hypothetical context is degenerate—it can be explicated by the empty set $\emptyset$—you cannot conclude from this that it is not raining. It follows only that your actual information does not rule out that it is not raining. That is, you can conclude that it might not be raining. Going forward, I assume that your supposition works in this second way, so the problem with the reductio is just that your conclusion is overly strong.

In a close variation of this example that also involves the use of modus

---

42 The root of Kolodny and MacFarlane’s misdiagnosis, on this proposal, is their assimilation of good deductive argumentation to reasoning according to a natural deduction system that allows unrestricted use of premises within a subproof. Though he does not discuss this particular example, Willer [2012] would also pin the blame on step 5. He argues that we must restrict what can be used inside hypothetical contexts when working with informational modals and the indicative because logical consequence is non-monotonic (recall his dynamic relation $|=D$ from n. 33). Note that $\diamond W, R \Rightarrow \Box W >|=D \neg \Box W$, but $\diamond \neg W, R \Rightarrow \Box W, R >\not|=D \neg \Box W$. Thus, while you can infer in the main categorical context of your deliberation that it is not the case that the streets must be wet, you cannot infer this in the hypothetical context triggered by the supposition that it is raining.

However, unlike Willer, I am suggesting here that a subproof restriction is violated in the reductio proof only because of how your supposition affects the informational background of your theoretical deliberation, not because of the non-monotonicity of logical consequence. Suppose that sitting in your office, you reflect that the streets might not be wet, that if it is raining the streets must be wet, and that it is raining. What can you infer on this basis? According to Willer, you cannot infer that it is not the case that the streets must be wet. However, it seems to me that you can infer anything you please. The situation is like one where you begin reasoning from the contradictory basis that it is raining and that it is not raining.

43 In Bledin [2013], Appendix A, I distinguish this lossless kind of supposition from the earlier lossy kind. Lossy supposition triggers hypothetical contexts in which the premises of an argument can fail to hold. Lossless supposition always triggers hypothetical contexts in which one’s information incorporates everything that was incorporated before.
modus ponens in a hypothetical context, you can conclude that it is not raining. Suppose instead that the blinds in your office are raised high enough to see the streets but not the sky. Given your evidence, you reflect that the streets are not wet, but that if it is raining the streets must be wet. In fact, your evidence rules out that it is raining, but you are slow to realize this so you suppose that it is raining. Applying modus ponens in this hypothetical context, you infer that the streets must be wet, and therefore that they are wet. Recognizing that this conflicts with the first premise, you conclude by reductio that it is not raining.

<table>
<thead>
<tr>
<th></th>
<th>The streets are not wet</th>
<th>Premise</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>If it is raining, the streets must be wet</td>
<td>Premise</td>
</tr>
<tr>
<td>3</td>
<td>It is raining</td>
<td>Supposition</td>
</tr>
<tr>
<td>4</td>
<td>The streets must be wet</td>
<td>From 2,3</td>
</tr>
<tr>
<td>5</td>
<td>The streets are wet</td>
<td>From 4</td>
</tr>
<tr>
<td>6</td>
<td>The streets are not wet</td>
<td>From 1</td>
</tr>
<tr>
<td>7</td>
<td>⊥</td>
<td>From 5,6</td>
</tr>
<tr>
<td>8</td>
<td>It is not raining</td>
<td>From 3,4-7</td>
</tr>
</tbody>
</table>

The only significant difference between this episode of reasoning and the previous one is that the first premise is now non-modal. But your argumentation, though protracted, is impeccable. This strongly suggests that the problem with the previous example was not the use of modus ponens. To be fair, Kolodny and MacFarlane claim only that modus ponens will sometimes lead you astray in hypothetical contexts, not that it always will. However, this does not satisfactorily explain why you can argue to the stronger conclusion that it is not raining in this second example, but not in the first example.

Here is an explanation that leaves modus ponens untouched. If you were to gain new evidence in this second example that ruled out some possibilities left open by your initial evidence, then you could still reflect that the streets are not wet, but that if it is raining the streets must be wet. Unlike the modal premise in the first example, both premises in this second example continue to hold when the informational background of your deliberation contracts—and in particular, when it contracts to any

---

44 The second example also involves the inference from ‘The streets must be wet’ to ‘The streets are wet’ but this inference is uncontroversially valid.
single possibility where it is raining. The conflict between these two premises and your supposition that it is raining thus reveals not just that your original information does not rule out that it is not raining, but also that this information rules out the possibility that it is raining. On the basis of this conflict, you can felicitously conclude that it is not raining.\textsuperscript{45}

The real lesson from the above examples is not that \textit{modus ponens} for the indicative is unreliable in hypothetical deliberative contexts, but instead that we must exercise caution when using \textit{reductio ad absurdum} in languages with informational constants. Let us call a sentence $\varphi \in S_L$ \textit{persistent} (cf. Veltman [1996]) when there is no model $\mathcal{M}$ such that for some $i$, $i' \in 2^W$ where $i' \subset i$, $i \models \varphi$ and $i' \not\models \varphi$. The sentences $\neg W, R \Rightarrow \Box W$, and $R$ are all persistent, but $\Diamond \neg W$ is non-persistent since when $\forall(W, w_1) = T$ and $\forall(W, w_2) = F$, $\{w_1, w_2\} \models \Diamond \neg W$ and $\{w_1\} \not\models \Diamond \neg W$. We should then distinguish between these different good forms of indirect proof:\textsuperscript{46}

1-\textit{reductio}: If $\bot$ follows from $A$ and the premise set $\Gamma$, then $\Diamond \neg A$ follows from $\Gamma$.

2-\textit{reductio}: If $\bot$ follows from $A$ and only persistent members of $\Gamma$, then $\neg A$ follows from $\Gamma$.

2-\textit{reductio} is applied in the second example. But the \textit{reductio} in the first example fits neither of these good forms.\textsuperscript{47}

## 7 Constructive Dilemma

However, my defense of \textit{modus ponens} is incomplete. One might still worry that this argument form can lead a reasoner astray in a different environment: the hypothetical contexts of constructive dilemma.\textsuperscript{48}

\textsuperscript{45}Some formalism can help sharpen this point. Let $i$ explicate your information. It rules out the possibility that the streets are wet, and rules out the possibility that it is raining and the streets are not wet, so $i \models \neg W$ and $i \models R \Rightarrow \Box W$. Consider some arbitrary $w \in i$. Since $\{w\} \models \neg W$ and $\{w\} \models R \Rightarrow \Box W$, $\forall(R, w) = T$ only if $\{w\} \models \bot$. Hence $\forall(R, w) = F$, and since $w$ was arbitrary, $i \models \neg R$.

\textsuperscript{46}There are other good forms of indirect proof besides. Here, I present only the simplest ones where you suppose atomic $A$.

\textsuperscript{47}Kolodny and MacFarlane also present “a more powerful variant” of McGee’s famous ‘counterexample’ to \textit{modus ponens} mentioned at the start of §3, but it involves the infelicitous use of \textit{reductio} with a non-persistent premise of the form $\neg(\varphi \Rightarrow \psi)$. Again, \textit{modus ponens} is not to blame.

\textsuperscript{48}The classical constructive dilemma is the following argument form: if $\chi$ follows from $\varphi$ and $\Gamma$, and $\xi$ follows from $\psi$ and $\Gamma$, then $\chi \lor \xi$ follows from $\varphi \lor \psi$ and $\Gamma$. 
Suppose you know that either John or Niko is in his office. You also know that if John is in his office then it must be Monday, and that if Niko is in his office then it must be Friday, but you do not know which day it is. After reflecting that either John or Niko is in his office, you suppose that John is in his office. Applying modus ponens in this hypothetical context, you infer that it must be Monday. You then suppose that Niko is in his office and infer that it must be Friday. By constructive dilemma, you conclude that either it must be Monday or it must be Friday. But given your evidence, it might not be Monday and it might not be Friday. Again, something has gone very wrong.49

\[
\begin{array}{c|c}
1 & \text{John is in or Niko is in} & \text{Premise} \\
2 & \text{If John is in, it must be Monday} & \text{Premise} \\
3 & \text{If Niko is in, it must be Friday} & \text{Premise} \\
4 & \text{John is in} & \text{Supposition} \\
5 & \text{It must be Monday} & \text{From 2,4} \\
6 & \text{Niko is in} & \text{Supposition} \\
7 & \text{It must be Friday} & \text{From 3,6} \\
8 & \text{It must be Monday or it must be Friday} & \text{From 1,4-5,6-7} \\
\end{array}
\]

It might be tempting here to think that the use of modus ponens at steps 5 and 7 causes the trouble. But again, I think this misdiagnoses the problem, which arises only at the final step. And again, I think this misdiagnosis stems from a failure to appreciate the informational background of your deliberation. In the hypothetical context triggered by your supposition that John is in his office, your information leaves open the possibility only that John is in his office on a Monday, so is therefore information according to which either it must be Monday or it must be Friday. Likewise, in the hypothetical context triggered by your supposition that Niko is in his office, your information leaves open

49On the basis of your evidence, you can conclude that it must be either Monday or Friday. But note the difference between this necessary disjunction and the disjunction of necessities in the main text.

A similar example might lead one to worry that the argument from \( \varphi \) to \( \Box \varphi \)—another form of argument that is validated by \( \models \) but not by \( \models_r \)—is unreliable in hypothetical contexts. Using this argument form and constructive dilemma, you can reason from the premise that either John or Niko is in his office to the conclusion that either John must be in his office or Niko must be in his office. However, I do not think that the argument from \( \varphi \) to \( \Box \varphi \) is the problem. My diagnosis of this example and the one in the main text is the same.
the possibility only that Niko is in his office on a Friday, so is therefore information according to which either it must be Monday or it must be Friday. But it does not follow from this that your original information is information according to which it must be Monday or it must be Friday. Information that leaves open the possibility only that either John or Niko is in his office needn’t be information that either leaves open the possibility only that John is in his office or leaves open the possibility only that Niko is in his office.

Suppose instead that you know that either John must be in his office or Niko must be in his office. You also know that if John is in his office then it is Monday, and that if Niko is in his office then it is Friday. In this case, you can felicitously conclude that either it must be Monday or it must be Friday:

1  John must be in or Niko must be in  Premise
2  If John is in, it is Monday  Premise
3  If Niko is in, it is Friday  Premise
4  John is in  Supposition
   5  It is Monday  From 2,4
6  Niko is in  Supposition
7  It is Friday  From 3,6
8  It must be Monday or it must be Friday  From 1,4-5,6-7

If your information in the first hypothetical context has a structural feature—ruling out that it is not Monday—and your information in the second hypothetical context has another structural feature—ruling out that it is not Friday—then your original information has at least one of these two features.

Importantly, there are also cases where you can felicитously use the premise that either John or Niko is in his office as input for constructive dilemma:
1. John is in or Niko is in  
2. If John is in, it’s Monday  
3. If Niko is in, it is Friday  
4. John is in  
5. It is Monday  
6. Niko is in  
7. It is Friday  
8. It is Monday or Friday

This non-modal variation of the first example is fine. Why? In this case, you conclude, not that either it must be Monday or it must be Friday, but instead that either it is Monday or Friday—and this weaker conclusion is established by your hypothetical reasoning. From the fact that your information in the first hypothetical context leaves open the possibility only that it is Monday, and your information in the second hypothetical context leaves open the possibility only that it is Friday, it does not follow that your original information has one or the other of these structural features. It does follow that every possibility left open by your original information is a possibility where either it is Monday or Friday.\(^{50}\)

The lesson from these examples, like before, is not that *modus ponens* for the indicative is unreliable, but instead that we should distinguish between these two good forms of constructive dilemma:\(^{51}\)

**1-construcive dilemma:** If \(C\) follows from \(A\) and \(\Gamma\), and \(D\) follows from \(B\) and \(\Gamma\), then \(\Box C \lor \Box D\) follows from \(\Box A \lor \Box B\) and \(\Gamma\).

**2-construcive dilemma:** If \(C\) follows from \(A\) and only *persistent* members of \(\Gamma\), and \(D\) follows from \(B\) and only *persistent* members of \(\Gamma\), then \(C \lor D\) follows from \(A \lor B\) and \(\Gamma\).\(^{52}\)

---

\(^{50}\)Let \(i\) explicate your information. It rules out the possibility that neither John nor Niko is in his office, rules out the possibility that John is in his office and it is not Monday, and rules out the possibility that Niko is in his office and it is not Friday, so \(i \models J \lor N\), \(i \models J \Rightarrow M\), and \(i \models N \Rightarrow F\). Consider some arbitrary \(w \in i\). Since \(i \models J \lor N\), \(\mathcal{V}(J, w) = T\) or \(\mathcal{V}(N, w) = T\). Since \(i \models J \Rightarrow M\), \(\mathcal{V}(J, w) = T\) only if \(\mathcal{V}(M, w) = T\). Since \(i \models N \Rightarrow F\), \(\mathcal{V}(N, w) = T\) only if \(\mathcal{V}(F, w) = T\). Hence either \(\mathcal{V}(M, w) = T\) or \(\mathcal{V}(F, w) = T\), and since \(w\) was arbitrary, \(i \models M \lor F\).

\(^{51}\)I present only the simplest forms of constructive dilemma where you infer \(C\) from supposition \(A\) and infer \(D\) from supposition \(B\).

\(^{52}\)Without the restriction to persistent members, 2-constructive dilemma would
1-constructive dilemma and 2-constructive dilemma are applied in the second and third example respectively. But the constructive dilemma in the first example fits neither of these good forms.

8 Conclusion

I have advertised throughout this essay that logical validity, understood along informational lines, extensionally coincides with good deductive argument. But my case so far has been piecemeal. In §5, I claimed that a handful of good deductive arguments involving informational modals and the indicative conditional are incorporation preserving. In §6 and §7, I defended the reliability of one of these arguments—*modus ponens* for the indicative—in hypothetical contexts. In these later sections, though, I also discussed the informational background of deliberation, and so gestured at a general explanation for this extensional equivalence.

Deductive argumentation, on the informal, pre-theoretic picture I have had in mind, is an information-driven enterprise in which an agent investigates what is so according to a salient body of information that incorporates the premises of an argument. In many contexts, this body of information is the informational content of the agent’s beliefs—the agent is trying to determine how things are in the actual world. But it needn’t be. An agent might be investigating what is so according to the clues in the famous zebra puzzle, or a politician’s stump speech, or the testimony of an untrustworthy eyewitness to the murder, and so on. If this testimony incorporates that Colonel Mustard did it and that if Colonel Mustard did it then he used the candlestick, what else does this information incorporate?

One answer, of course, is that Colonel Mustard used the candlestick. Another is that either Colonel Mustard used the candlestick or Reverend Green used the revolver. In general, the inferences that the agent can appropriately make on the basis of this testimony are precisely those that preserve incorporation. My punch line is already, I hope, obvious: on the natural, intuitive picture of deductive argumentation just sketched, the *good* deductive arguments are precisely those that count as valid on the informational view. The fact that \( \{\neg A\} \models_I \neg \Diamond A \), \( \{A \lor B, \neg B\} \models_I \Box A \), and \( \{A \Rightarrow (\neg B \Rightarrow C), A\} \models_I \neg B \Rightarrow C \) is not a happy coincidence.

A clear picture of what is going on in deductive argumentation reveals that the informational concept of logical validity coincides with good
deductive argument.

I have also stressed how this informational picture of inquiry leads to a better understanding of hypothetical reasoning. Suppose that you want to establish that Colonel Mustard did it. On the standard truth-centric picture where inquirers seek to determine what is true based on an initial body of truths, you might assume that Colonel Mustard did not do it and show that this together with your premises leads to contradiction. By establishing that your premises and assumption cannot be jointly true, the old story goes, you have established that Colonel Mustard did it on the basis of your premises. However, when we inquire in a language with informational constants, this picture is too simple. As discussed in §6, if one of the premises used in the indirect proof is non-persistent, then you can conclude only that Colonel Mustard might have done it. To establish the stronger conclusion that Colonel Mustard did it by reductio ad absurdum, you must not appeal to any persistent sentences inside the hypothetical context.

More generally, the informational picture explains the greater variety of good argument forms involving hypothetical reasoning in a language with informational constants. It is hard to see how we could make sense of this complexity without moving to this deeper picture where inquirers seek to determine what is so according to information that meets the structural constraints imposed by the premises of an argument. Of course, there is still plenty of work left to do. For one thing, logicians have developed elegant proof systems appropriate to the standard truth preservation view that accurately codify good deductive argumentation.

\footnote{In addition to \textit{modus ponens} for the indicative conditional, we can felicitously use this method of conditional proof:}

\textbf{conditional proof:} If $\square B$ follows from $A$ and only \textit{persistent} members of $\Gamma$, then $A \Rightarrow \square B$ follows from $\Gamma$.

When you suppose that Professor Plum did it, you enter a hypothetical context where your information rules out that he did not do it. If you then establish in this context that the murder must have occurred in the library—using only persistent premises—you also establish that according to your original information if Professor Plum did it then the murder must have occurred in the library.

Compare the material conditional. Since \{ $\varphi \supset \psi$, $\varphi$ \}$ \models_{T_{r}} \psi$, \{ $\varphi \supset \psi$, $\varphi$ \}$ \models_{I} \psi$. But we do not want the above form of conditional proof for the material conditional on the informational view. When you suppose that Professor Plum did it, he must have done it according to your information in the hypothetical context triggered by your supposition. But your original information might leave open the possibilities both that Professor Plum did it and that he did not do it, so needn’t be information according to which either Professor Plum did not do it or he must have done it. Someone who understands logic along informational lines might draw this moral: if we want both \textit{modus ponens} and conditional proof for our conditional over languages with $\square$, then we are after $\Rightarrow$ not $\supset$. 

\textit{In addition to} modus ponens for the indicative conditional, we can felicitously use this method of conditional proof:
in simple languages. It would be nice to have a formal proof system that models, *inter alia*, the different forms of indirect proof and constructive dilemma discussed in §6 and §7. But I think that progress can be made. For a large fragment of the language $\mathcal{L}$ from §3, I present such a system in the appendix.

A The Natural Deduction System Info

In this appendix, I present a Fitch-style natural deduction proof system, Info, appropriate to the informational view of logic. In A.1, I define the languages relevant to this system. In A.2, I catalogue its rules. In A.3, I prove soundness with respect to informational consequence $\models_I$. In A.4, I prove completeness.

A.1 Languages

There will be a few languages in play. The most rudimentary is the language of sentential logic $\mathcal{L}_0$:

**Syntax of $\mathcal{L}_0$.** The symbols of $\mathcal{L}_0$ are $A$, $B$, $C$, ..., $\perp$, $\neg$, $\vee$, $\wedge$, and parentheses.\(^{54}\) The atomic sentences in $S_{\mathcal{L}_0}$ are $A$, $B$, $C$, ..., and $\perp$. If $P, Q \in S_{\mathcal{L}_0}$, then $\neg P$, $(P \vee Q)$, $(P \wedge Q) \in S_{\mathcal{L}_0}$. Nothing else is in $S_{\mathcal{L}_0}$.

**Semantics of $\mathcal{L}_0$.** See §3.

The next language $\mathcal{L}_1$ is a restricted fragment of the language from §3 sans complex embeddings of $\Box$, $\lozenge$, and $\Rightarrow$, and certain hybrid sentences that combine subsentences involving informational constants with those not involving these constants:\(^{55}\)

**Syntax of $\mathcal{L}_1$.** The symbols of $\mathcal{L}_1$ are those of $\mathcal{L}_0$ plus $\Box$, $\lozenge$, and $\Rightarrow$. If $P, Q \in S_{\mathcal{L}_0}$, then $P, \Box P, \lozenge P, (P \Rightarrow Q) \in S_{\mathcal{L}_1}$. If $\varphi, \psi \in S_{\mathcal{L}_1} \setminus S_{\mathcal{L}_0}$, then $\neg \varphi$, $(\varphi \vee \psi)$, $(\varphi \wedge \psi) \in S_{\mathcal{L}_1}$. Nothing else is in $S_{\mathcal{L}_1}$.

**Semantics of $\mathcal{L}_1$.** See §3.

The final language $\mathcal{L}_2$ is the *language of incorporation*:

**Syntax of $\mathcal{L}_2$.** The symbols of $\mathcal{L}_2$ are those of $\mathcal{L}_0$ plus $\sqcup$, $+$, and the relation $\triangleright$. The atomic sentences in $S_{\mathcal{L}_2}$ are all of the form $\sqcup P \triangleright Q$

---

\(^{54}\) $\Box$ and $\equiv$ can be defined in the usual fashion.

\(^{55}\) For example, $\lozenge \lozenge A$, $A \Rightarrow \Box B$, $A \Rightarrow (B \Rightarrow C)$, and $\lozenge (A \lor B)$ are not in $S_{\mathcal{L}_1}$. Working with the simpler language $\mathcal{L}_1$ allows for a simpler proof system, and makes it easier to prove completeness in A.4. However, simplicity comes at the cost of limited applicability. I plan to extend Info in future research.
where $P, Q \in S_{L_0}$ (I omit the $+P$ when $P$ is logically equivalent to $\neg \bot$).
If $\varphi, \psi \in S_{L_2}$, then $\neg \varphi, (\varphi \lor \psi), (\varphi \land \psi) \in S_{L_2}$. Nothing else is in $S_{L_2}$.

**Semantics of $L_2$.** $\lbrack i + P \triangleright Q \rbrack^{w,i} = T \text{ iff } \forall v \in i + P (\lbrack Q \rbrack^{v,i+P} = T)$ iff $i + P \triangleright Q$. For the rest, see §3. Note that $\lbrack i \triangleright P \rbrack^{i} = \lbrack \neg i \triangleright Q \rbrack^{i}$, so $L_2$ is not really needed in addition to $L_1$. But the language of incorporation will be put to good use. With it, the informational background of argumentation in $L_1$ will be made explicit.

Consider $\| | : S_{L_1} \mapsto S_{L_2}$ where $P, Q \in S_{L_0}$ and $\varphi, \psi \in S_{L_1} \setminus S_{L_0}$:

$\begin{align*}
|P| &= i \triangleright P \\
|\Box P| &= i \triangleright P \\
|\Diamond P| &= \neg i \triangleright \neg P \\
|P \Rightarrow Q| &= i + P \triangleright Q \\
|\neg \varphi| &= \neg |\varphi| \\
|\varphi \lor \psi| &= |\varphi| \lor |\psi| \\
|\varphi \land \psi| &= |\varphi| \land |\psi|
\end{align*}$

A proof by induction on the complexity of sentences in $S_{L_1}$ establishes that $i \triangleright \varphi$ if and only if $\forall w \in i (\lbrack [\varphi] \rbrack^{w,i} = T)$. The argumentation $|\Pi|$ in $L_2$ obtained by substituting $|\varphi|$ for $\varphi$ at each line of argumentation $\Pi$ in $L_1$ then keeps track of incorporation facts as $\Pi$ proceeds. For example:

$\begin{array}{cc|c|c|c|c}
1 & A \Rightarrow B & \text{Premise} & 1 & i + A \triangleright B \\
2 & \Box \neg B \land \Box \neg C & \text{Premise} & 2 & i \triangleright \neg B \land i \triangleright \neg C \\
3 & A & \text{Supposition} & 3 & i \triangleright A \\
4 & B & \text{From 1,3} & 4 & i \triangleright B \\
5 & \Box \neg B & \text{From 2} & 5 & i \triangleright \neg B \\
6 & \bot & \text{From 4,5} & 6 & i \triangleright \bot \\
7 & \neg A & \text{From 3-6} & 7 & i \triangleright \neg A \\
8 & \neg \Diamond A & \text{From 7} & 8 & \neg \neg i \triangleright \neg A
\end{array}$

---

56 The proof is left to the punctilious reader. Note that when $i \neq \emptyset$, $i \triangleright \varphi$ iff $\forall w (\lbrack [\varphi] \rbrack^{w,i} = T)$. However, this equivalence fails in the degenerate case where $i = \emptyset$: $
\emptyset \triangleright \Diamond A$, but $\lbrack \Diamond A \rbrack^{\emptyset} = \lbrack \neg i \triangleright \neg A \rbrack^{\emptyset} = F$ for any $w$, since $\emptyset \triangleright \neg A$.

57 We should really distinguish between lossy and lossless supposition in our proof systems (see n. 43). But for ease of exposition, I stick to the standard Fitch-style proof structure here.
The goodness of \( \Pi \) will turn on whether \(|\Pi|\) is or can be expanded into a proof in the system \( \text{Info} \). If \(|\Pi|\) or its expansion is a proof in \( \text{Info} \), then we might confer proofhood on \( \Pi \) as an inherited honorific status.

### A.2 Rules of \( \text{Info} \)

These proof rules fix the inner logic of \( \triangleright \), where \( P, Q, R, S \in S_{\mathcal{L}_0} \) and \(|\varphi| \vdash_s^* |\psi|\) designates that \(|\psi|\) has been proven in subproof \( s \) initiated with \(|\varphi|\) using only certain kinds of sentences:

\((\ast)\) Convert \(|\chi| \in S_{\mathcal{L}_2}\) into disjunctive normal form: a sentence of the form \( \chi_1 \lor \ldots \lor \chi_n \) where each \( \chi_i \) is a conjunction of literals—atomic sentences \( i + P \triangleright Q \) or their negations \( \neg i + P \triangleright Q \). If any literal is of the form \( \neg i + P \triangleright Q \) and \(|\chi|\) is appealed to inside of \( s \), then \(|\varphi| \not\vdash_s^* |\psi|\).

\[-\text{Intro} \quad i + P \triangleright Q \vdash_s^* i + P \triangleright \bot \]
\[-\text{Elim} \quad i + P \triangleright \neg Q \quad \neg i + P \triangleright \neg Q \]
\[\lor\text{Intro} \quad i + P \triangleright Q \quad i + P \triangleright Q \lor R \quad \lor\text{Elim} \quad i + P \triangleright Q \lor R \equiv i + P \triangleright Q \quad i + P \triangleright S \quad i + P \triangleright R \vdash_s^* i + P \triangleright S \]
\[\land\text{Intro} \quad i + P \triangleright Q \quad i + P \triangleright R \quad \land\text{Elim} \quad i + P \triangleright Q \land R \equiv i + P \triangleright Q \quad i + P \triangleright R \]
\[\bot\text{Intro} \quad i + P \triangleright \bot \quad \bot\text{Elim} \quad i + P \triangleright \bot \]
\[\Diamond\text{Intro}^{58} \quad i + P \triangleright Q \quad \Diamond\text{Elim} \quad \neg i \triangleright \neg P \quad i + P \triangleright Q \]
\[\Rightarrow\text{Intro} \quad i \triangleright P \vdash_s^* i \triangleright Q \quad \Rightarrow\text{Elim} \quad i \triangleright P \quad i + P \triangleright Q \]

\[\Diamond\text{Intro}^{58}\] Though \( \Diamond \) and \( \Rightarrow \) are not in \( \mathcal{L}_2 \), I label the remaining four rules as introduction and elimination rules for these symbols given the corresponding transitions in \( \mathcal{L}_1 \).
These proof rules fix the outer logic of $\triangleright$, where $|\varphi|, |\psi|, |\chi| \in S_{\mathcal{L}_2}$ and $|\varphi| \vdash_s |\psi|$ designates that $|\psi|$ has been proven in subproof $s$ initiated with $|\varphi|$ using any sentences:

\[
\begin{align*}
\text{Reit} & \quad |\varphi| \\
\neg \text{Intro} & \quad |\varphi| \vdash_s i \triangleright \bot \\
\neg \text{Elim} & \quad \neg \neg |\varphi| \\
\vee \text{Intro} & \quad |\varphi| \\
\vee \text{Elim} & \quad |\varphi| \vee |\psi| \\
\wedge \text{Intro} & \quad |\varphi| \\
\wedge \text{Elim} & \quad |\varphi| \wedge |\psi| \\
\bot \text{Intro} & \quad \bot \\
\bot \text{Elim} & \quad i \triangleright \bot
\end{align*}
\]

Note that if the inner logic rules $\neg \text{Intro}_\triangleright$, $\vee \text{Elim}_\triangleright$, and $\Rightarrow \text{Intro}_\triangleright$ were formulated with $\vdash_s$ instead of $\vdash_s^*$, then $\text{Info}$ would deliver some horrible results. Consider something like the first example in §6:

\[
\begin{array}{ll}
1 & \Diamond \neg W \\
2 & R \Rightarrow W \\
3 & \neg \Box W \\
4 & \bot \\
5 & \neg R
\end{array}
\]

that these rules effectively license. Since $|\Box P| = |P|$, $\Box \text{Intro}$ and $\Box \text{Elim}$ would be reiteration rules.
This reductio is infelicitous. However, its $L_2$-counterpart would be a proof in $\text{Info}$ given the $\vdash_s$-form of $\neg\text{Intro}_s$, together with some of the system’s other rules. I argued in §6 that step 7 is problematic given that the non-persistent $\lozenge\neg W$ is imported into the subproof at step 5. Non-persistence is a semantic property but the syntactic condition (♦) also does the job.

In fact, (♦) is stronger than required. First, the appeal to some non-persistent sentences in some subproofs is harmless—for example, the appeal to $\lozenge A$ inside a subproof beginning with supposition $A$. Second, $|\varphi| \not\vdash_s \psi|$ when a sentence like $\lozenge W \lor \neg \lozenge W$ is appealed to inside of $s$ though $\lozenge W \lor \neg \lozenge W$ is a logical truth so is clearly persistent. However, I prove in A.4 that this excess vigilance does not undermine $\text{Info}$’s completeness.

A.3 Soundness

I prove the following soundness theorem, where $\varphi_1, ..., \varphi_n, \psi \in S_{L_1}$ and $\{[\varphi_1], ..., [\varphi_n]\} \vdash_{\text{Info}} \psi$ designates that $|\psi|$ is provable in $\text{Info}$ from premises $[\varphi_1], ..., [\varphi_n]$:

**Thm 1.** If $\{[\varphi_1], ..., [\varphi_n]\} \vdash_{\text{Info}} \psi$, then $\{\varphi_1, ..., \varphi_n\} \models \psi$.

**Proof:** Assume $\{[\varphi_1], ..., [\varphi_n]\} \vdash_{\text{Info}} \psi$ and $i \vdash \varphi_1, ..., i \vdash \varphi_n$. To show that $i \vdash \psi$, I first show that $\text{Info}$’s simpler inferential rules licensing transitions from input sentences $[\varphi_1], ..., [\varphi_n]$ to output sentence $[\varphi^O]$ preserve incorporation in $L_1$. That is, $i \vdash \varphi^O$ if $i \vdash \varphi_1 \land ... \land \varphi_n$. Keep in mind that $i \vdash \varphi$ if and only if $\forall w \in i([\varphi]_w,i) = T$, so it suffices to show that $[\varphi^O]_w,i = T$ if $[\varphi_1]_w,i = ... = [\varphi_n]_w,i = T$.

Here are a few cases:

- **$\neg\text{Intro}_s$:** $[i + P \triangleright \neg Q]_w,i = T$ iff $\forall v \in i + P((\forall \neg Q)_v,i,P = T)$ iff $[i + P \triangleright Q]_w,i = T$.
- **$\lor\text{Intro}_s$:** $[i + P \triangleright Q]_w,i = T$ iff $\forall v \in i + P((Q)_v,i,P = T)$ only if $\forall v \in i + P((Q \lor R)_v,i,P = T)$ iff $[i + P \triangleright Q \lor R]_w,i = T$.
- **$\bot\text{Intro}_s$:** $[i + P \triangleright Q]_w,i = [i + P \triangleright \neg Q]_w,i = T$ iff $i + P = \emptyset$ iff $i + P \triangleright \bot$ iff $[i + P \triangleright \bot]_w,i = T$.
- **$\lozenge\text{Elim}_s$:** $[-i \triangleright \neg P]_w,i = T$ iff $\exists v \in i([P]_v,i) = T$ iff $i + P \neq \emptyset$. So $[-i \triangleright \neg P]_w,i = [i + P \triangleright Q]_w,i = T$ iff $\forall v \in i + P((Q)_v,i,P = T)$ only if (since $i + P \neq \emptyset$) $\exists v \in i([\neg Q]_v,i) = F$ iff $[-i \triangleright \neg Q]_w,i = T$.
- **$\land\text{Intro}$:** $[[\varphi]_w,i = [[\psi]_w,i = T$ iff $[[\varphi \land \psi]_w,i = T$.
- **$\bot\text{Elim}$:** $i \triangleright \varphi_1$ iff $\forall w \in i([i \triangleright \bot]_w,i = T)$ iff $i = \emptyset$ only if $i \triangleright \varphi^O$. 


The remaining cases are similar.

Next consider Info’s complex inferential rules involving subproofs. Since these rules license transitions from facts of the form $\langle \varphi^s \rangle \vdash s_i, \psi^s$ or $\langle \varphi^s \rangle \vdash s_i, \psi^s$ and (in some cases) input sentences $\langle \varphi_1^s \rangle, \ldots, \langle \varphi_n^s \rangle$ to output sentence $\langle \varphi^O \rangle$, it must be shown that $i \triangleright \varphi^O$ if $\Gamma \cup \{ \varphi^s \} \vdash \psi^s$ for each $s_i$ (where $\Gamma$ is a set of sentences in $S\mathcal{L}_i$ incorporated by $i$) and $i \triangleright \varphi_1^s \land \ldots \land \varphi_n^s$. For $\neg\text{Intro}_>, \vee\text{Elim}_>$, and $\Rightarrow\text{Intro}$, $\Gamma$ is a set of persistent sentences. Since $\emptyset \triangleright \varphi^O$, it thus suffices to show that $\langle \varphi^O \rangle \wedge \psi^s \wedge \phi^s = T$ when both $\langle \varphi^s_i \rangle \wedge \psi^s_i = T$ only if $\langle \psi^s_i \rangle \wedge \phi^s_i = T$ for each $s_i$ and non-empty $i' \subseteq i$, and $\langle \varphi^1_i \rangle = \ldots = \langle \varphi^n_i \rangle = T$.

$\neg\text{Intro}_>$: $i + P = \emptyset$ only if $i + P \triangleright \neg Q$ iff $i + Q \triangleright \neg Q$ iff $\emptyset \subseteq i$. Consider arbitrary $w \in i + P$ and let $i = \{w\}$.

$\vee\text{Elim}_>$: $i + P = \emptyset$ only if $i + Q \triangleright Q$ iff $i + P \triangleright Q$ iff $i + Q \triangleright Q$ iff $\emptyset \subseteq i$. Hence $\langle Q \rangle \wedge \psi^s = T$ if $i \triangleright \psi^s$. Since $w$ was arbitrary, $\forall v \in i + P(\langle Q \rangle \wedge \psi^s = T)$, so $i + P \triangleright Q = T$.

$\Rightarrow\text{Intro}$: $i + P = \emptyset$ only if $i + P \triangleright Q = T$, so assume $i + P \neq \emptyset$. $i \triangleright P \wedge \psi^s = T$, so $i \triangleright Q \wedge \psi^s = T$, and so $i \triangleright P \wedge \psi^s = T$.

For $\neg\text{Intro}$ and $\vee\text{Elim}$, $\Gamma$ can include non-persistent sentences. It then suffices to show that $\langle \varphi^O \rangle \wedge \psi^s \wedge \phi^s = T$ when both $\langle \varphi^s_i \rangle \wedge \psi^s_i = T$ only if $\langle \psi^s_i \rangle \wedge \phi^s_i = T$ for each $s_i$, and $\langle \varphi^1_i \rangle = \ldots = \langle \varphi^n_i \rangle = T$.

$\neg\text{Intro}$: $\langle \varphi \rangle \wedge \psi^s = T$ only if $i \triangleright \psi^s = T$ if $i \triangleright \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$. $\langle \varphi \rangle \wedge \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$. Hence $\langle \psi \rangle \wedge \psi^s = T$.

$\Rightarrow\text{Intro}$: $\langle \varphi \rangle \wedge \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$. $\langle \varphi \rangle \wedge \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$. $\langle \varphi \rangle \wedge \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$. $\langle \varphi \rangle \wedge \psi^s = T$ only if $\langle \psi \rangle \wedge \psi^s = T$.

A.4 Completeness

I prove the following completeness theorem:

Thm 2. If $\{\varphi_1, \ldots, \varphi_n\} \models I \psi$, then $\{\varphi_1, \ldots, \varphi_n\} \vdash_{\text{Info}} \psi$.

Proof: Assume $\{\varphi_1, \ldots, \varphi_n\} \not\vdash_{\text{Info}} \psi$. I show $\{\varphi_1, \ldots, \varphi_n\} \not\models I \psi$. Where Sent is a standard proof system for sentential logic (such as the Fitch-style proof system $\mathcal{F}_T$ in Barwise and Etchemendy [1999] minus
the rules for $\lor$ and $\equiv$), I follow the strategy of van der Does, Groeneveld, and Veltman [1997] and leverage the completeness of $\text{Sent}$ to prove the general theorem.\footnote{van der Does, Groeneveld, and Veltman work with only the weak language with the following syntax:

**Syntax of $\mathcal{L}_{0.5}$**: The symbols of $\mathcal{L}_{0.5}$ are $A$, $B$, $C$, $\ldots$, $\neg$, $\land$, $\lor$, and parentheses. If $P$ is a sentence in $S_{\mathcal{L}_0}$ not involving $\lor$ and $\bot$, then $P, \lor P \in S_{\mathcal{L}_{0.5}}$. Nothing else is in $S_{\mathcal{L}_{0.5}}$.}

First consider the simple case where $\varphi_1, \ldots, \varphi_n, \psi \in S_{\mathcal{L}_0}$. Given $\text{Info}$'s inner logic rules, $\{\varphi_1, \ldots, \varphi_n\} \not\vdash \psi$ only if $\{\varphi_1, \ldots, \varphi_n\} \not\vdash_{\text{Sent}} \psi$ iff $\{w\} \triangleright \varphi_1 \land \ldots \land \varphi_n \land \neg \psi$ for some $w$ in logical space $W$.

Next consider the case where $\varphi_1, \ldots, \varphi_n, \psi$ are either sentences in $S_{\mathcal{L}_0}$ or are of the form $\Box P, \Diamond P$, or $P \Rightarrow Q$, where $P, Q \in S_{\mathcal{L}_0}$. We can define the following two functions:

\[
\begin{align*}
P^* &= P & P^{**} &= P \\
\Box P^* &= P & \Box P^{**} &= P \\
\Diamond P^* &= \neg \bot & \Diamond P^{**} &= P \\
P \Rightarrow Q^* &= \neg P \lor Q & P \Rightarrow Q^{**} &= \neg P \lor Q \\
\end{align*}
\]

$\{\varphi\} \vdash_{\text{Info}} \varphi^*$ and $\{\varphi^{**}\} \vdash_{\text{Info}} \varphi$. Hence $\{\varphi_1, \ldots, \varphi_n\} \not\vdash \psi$ only if $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Info}} \psi^*$ only if $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Sent}} \psi^{**}$ iff $[\varphi_1]_{w_i}^{(w_i)} = \ldots = [\varphi_n]_{w_i}^{(w_i)} = T$ and $[\psi^{**}]_{w_i}^{(w_i)} = F$ for some $w$ in logical space $W$. Let $i_1 = \{w \in W : [\varphi_1]_{w_i}^{(w_i)} = \ldots = [\varphi_n]_{w_i}^{(w_i)} = T\}$ and $i_2 = i_1 \cap \{w \in W : [\psi^{**}]_{w_i}^{(w_i)} = F\}$. Note that $w \in i_2 \subseteq i_1$.

$i_1$ and $i_2$ are the information states we are after. Suppose $\psi$ is not of the form $\Diamond P$:

- If $\varphi_i$ is of the form $P$ or $\Box P$, $\forall w \in i_1([P]_{w_i}^{(w_i)} = T)$, so $i_1 \triangleright \varphi_i$.
- If $\varphi_i$ is of the form $P \Rightarrow Q$, $\forall w \in i_1([\neg P \lor Q]_{w_i}^{(w_i)} = T)$, so $i_1 \triangleright \varphi_i$.
- If $\varphi_i$ is of the form $\Diamond P$ and $i_1 \not\triangleright \varphi_i$, then $\forall w \in i_1([P]_{w_i}^{(w_i)} = F)$, so $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Sent}} \neg P$ by completeness. But $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Sent}} \neg P$ only if $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Info}} \neg P$ only if $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Info}} \neg P$ only if $\{\varphi_1^*, \ldots, \varphi_n^*\} \not\vdash_{\text{Info}} \psi$ (note $\{\Diamond P, \neg P\} \not\vdash_{\text{Info}} \psi, i_1 \triangleright \varphi_i$).

Thus, $i_1 \triangleright \varphi_1 \land \ldots \land \varphi_n$ and $i_1 \not\triangleright \psi$.

Next suppose $\psi$ is of the form $\Diamond P$:

- If $\varphi_i$ is of the form $P$ or $\Box P$, $\forall w \in i_2([P]_{w_i}^{(w_i)} = T)$, so $i_2 \triangleright \varphi_i$.
- If $\varphi_i$ is of the form $P \Rightarrow Q$, $\forall w \in i_2([\neg P \lor Q]_{w_i}^{(w_i)} = T)$, so $i_2 \triangleright \varphi_i$.

\[\text{Sent} \]
—If $\varphi_i$ is of the form $\Diamond P$ and $i_2 \not\models \varphi_i$, then $\forall w \in i_2([P]^{w,i_2} = F)$, so $\{\varphi'_1, \ldots, \varphi'_n, -\psi^{**}\} \vdash_{\text{sent}} \neg P$. But $\{\varphi'_1, \ldots, \varphi'_n, -\psi^{**}\} \vdash_{\text{sent}} \neg P$ only if $\{[\varphi'_1], \ldots, [\varphi'_n], [P]\} \vdash_{\text{Info}} [\psi^{**}]$ only if $\{[\varphi'_1], \ldots, [\varphi'_n]\} \vdash_{\text{Info}} [P \Rightarrow \psi^{**}]$ only if $\{[\varphi'_1], \ldots, [\varphi'_n]\} \vdash_{\text{Info}} [\Diamond \psi^{**}]$ given $\Diamond \text{Elim}$. Since this contradicts the assumption that $\{[\varphi'_1], \ldots, [\varphi'_n]\} \not\vdash_{\text{Info}} [\psi], i_2 \not\models \varphi_i$.

—Since $\psi$ is of the form $\Diamond P$, $\forall w \in i_2([P]^{w,i_2} = F)$, so $i_2 \not\models \psi$.

Thus, $i_2 \not\models \varphi_i \land \ldots \land \varphi_n$ and $i_2 \not\models \psi$.

Finally, consider the general case where $\varphi_i, \ldots, \varphi_n, \psi \in S_{\mathcal{E}_1}$. Note the following facts, where $\Gamma \subseteq S_{\mathcal{E}_1}$ and $|\Gamma| \subseteq S_{\mathcal{E}_2}$ is obtained from $\Gamma$ by applying $|\ |$ to each of its members:

—If $\chi_1 \not\in S_{\mathcal{E}_0}$, then $|\Gamma| \not\vdash_{\text{Info}} [\chi_1]$ only if $|\Gamma| \cup \{\neg \chi_1\} \not\vdash_{\text{Info}} \bot$. Also, $i \not\models \neg \chi_1$ iff $i \not\models \chi_1$ when $i \neq \emptyset$, since $[\neg \chi_1]^{w,i} = T$ iff $[\neg \chi_1]^{w,i} = T$ iff $[\chi_1]^{w,i} = F$. Hence $\Gamma \cup \{\neg \chi_1\} \not\models_{I} \bot$ only if $\Gamma \not\models_{I} \chi_1$.

—If $\chi_1$ is not of the form $P$, $\Box P$, $\Diamond P$, or $P \Rightarrow Q$, $|\Gamma| \cup \{[\chi_1]\} \not\vdash_{\text{Info}} [\chi_2]$ only if there is a sentence $\chi'_1$ which is a disjunction of conjunctions of sentences or negated sentences of the form $\Box P$, $\Diamond P$, or $P \Rightarrow Q$, and $|\Gamma| \cup \{[\chi'_1]\} \not\vdash_{\text{Info}} [\chi_2]$. Also, $i \not\models \chi_1$ iff $i \not\models \chi'_1$, since $[\chi_1]^{w,i} = [\chi'_1]^{w,i}$. Hence $\Gamma \cup \{\chi'_1\} \not\models_{I} \chi_2$ only if $\Gamma \cup \{\chi_1\} \not\models_{I} \chi_2$.

—If $\chi_1 \not\in S_{\mathcal{E}_0}$ and $\chi_2 \not\in S_{\mathcal{E}_0}$, then $|\Gamma| \cup \{[\chi_1 \lor \chi_2]\} \not\vdash_{\text{Info}} [\chi_3]$ only if either $|\Gamma| \cup \{[\chi_1]\} \not\vdash_{\text{Info}} [\chi_3]$ or $|\Gamma| \cup \{[\chi_2]\} \not\vdash_{\text{Info}} [\chi_3]$. Also, $i \not\models \chi_1 \lor \chi_2$ iff either $i \not\models \chi_1$ or $i \not\models \chi_2$, since $[\chi_1 \lor \chi_2]^{w,i} = T$ iff $[\chi_1]^{w,i} = T$ iff $[\chi_2]^{w,i} = T$. Hence $\Gamma \cup \{\chi_1\} \not\models_{I} \chi_3$ only if $\Gamma \cup \{\chi_1 \lor \chi_2\} \not\models_{I} \chi_3$, and $\Gamma \cup \{\chi_2\} \not\models_{I} \chi_3$ only if $\Gamma \cup \{\chi_1 \lor \chi_2\} \not\models_{I} \chi_3$.

—If $\chi_1 \not\in S_{\mathcal{E}_0}$ and $\chi_2 \not\in S_{\mathcal{E}_0}$, then $|\Gamma| \cup \{[\chi_1 \land \chi_2]\} \not\vdash_{\text{Info}} [\chi_3]$ only if $|\Gamma| \cup \{[\chi_1]\} \not\vdash_{\text{Info}} [\chi_3]$. Also, $i \not\models \chi_1 \land \chi_2$ iff $i \not\models \chi_1$ and $i \not\models \chi_2$, since $[\chi_1 \land \chi_2]^{w,i} = T$ iff $[\chi_1]^{w,i} = T$ iff $[\chi_2]^{w,i} = T$. Hence $\Gamma \cup \{\chi_1, \chi_2\} \not\models_{I} \chi_3$ only if $\Gamma \cup \{\chi_1 \land \chi_2\} \not\models_{I} \chi_3$.

Therefore, there are sentences $\chi_j^i$ of the form $P$, $\Box P$, $\Diamond P$, or $P \Rightarrow Q$ such that $\{[\varphi_1], \ldots, [\varphi_n]\} \not\vdash_{\text{Info}} [\psi]$ only if $\forall_j ([\chi_j^1], \ldots, [\chi_j^n]) \not\vdash_{\text{Info}} [\chi_{n_j+1}]$, and $\{\chi_1^j, \ldots, \chi_n^j\} \not\models_{I} \chi_{n_j+1}$ only if $\varphi_1, \ldots, \varphi_n \not\models_{I} \psi$ for all $j$. From the
completeness result proven above, it follows that \( \{\varphi_1, \ldots, \varphi_n\} \not\models \psi. \)

\[\square\]
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